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Executive Summary
This document intends to summarize the current body of knowledge of fatigue cracking. It is not intended to be a comprehensive document that answers all questions, but more a resource that gives a summary of the different experimental and numerical options available to understand fatigue cracking. These summaries provide a review of the development of each option and provide reference for further examination.

Chapter 1 provides an introduction to fatigue cracking. This includes a background of existing fatigue cracking resources, a context of cracking, the influence of cracking, and the increased relevancy of cracking. Chapter 2 begins with the experimental perspective of fatigue cracking of asphalt binders. This includes the repeated loading test, the double edge notched test, and the binder fracture energy test. Chapter 2 continues with a numerical perspective of fatigue cracking, discussing rheological linkages, the linear amplitude sweep (LAS) procedure, and the continuum damage model. Chapters 3 and 4 provide a bridge between binder and mixture work. Chapter 3 discusses crack process, damage growth, and macrocracking, while Chapter 4 examines the structural influence of pavements on cracking and fatigue.

Chapter 5 begins the discussion of asphalt mixtures with the experimental approach, beginning with the traditional four-point bending beam test, followed by the cylindrical geometry. Next, the indirect tension test is covered. While this configuration was originally designed for low temperature cracking, it has also been adapted to capture fatigue properties. The trapezoidal test has been used outside of the United States and is followed by the overlay tester. Chapter 5 finishes by covering the dogbone test configuration, and the loaded wheel tester. All of these asphalt mixture tests do not have notches, but there are a number of tests that have been developed that require the insertion of a notch. These tests include the Semi-Circular Bend test (both the LTRC and I-FIT configuration), the Disk-Shaped Compact Tension, the Single-Edge Notch Beam, and the Double Edge Notch Prism test. While some of these tests were originally developed for monotonic loading (often low-temperature or reflective cracking related), there are possibilities and have been applications for these tests to move into the realm of fatigue cracking.

Chapter 6 moves into the theory behind fatigue cracking. This chapter starts with a general fatigue and empirical fatigue approach, and then moves into energy and energy inspired methods. Energy methods include dissipated energy, energy ratio, ratio of dissipated energy change, and the asphalt concrete pavement fatigue model. The next section of theory focuses on continuum damage methods. This section begins with the viscoelastic continuum damage model, and then moves into the French method, the reduced cycles approach, and the Texas A&M University approach. The final section of Chapter 6 covers fracture methods involving fatigue cracking. First, a review of the roots of elastic fracture mechanics is provided, followed by the distributed continuum fracture and the C* fracture test.

The final chapter of the existing work, Chapter 7, reviews the concept of healing of fatigue cracks. First, the continuum damage healing is reviewed, followed by distributed continuum healing. Finally, the document concludes by discussing the work that needs to be done. This includes diving deeper into the relationship to the binder structure and composition (referred to as genome), the sensitivity of both experimental and numerical methods, and the dearth of comparisons across multiple geometries and models. The final chapter of the document, Chapter 8, discusses limitations of this document and areas that should be considered in future research of fatigue cracking.

It is hoped that this document is a living document, and is updated on a regular basis in order to stay up to date and current. With over one hundred pages of text, there has been a significant amount of work performed on fatigue cracking, but it is fully acknowledged that there is still much to do.
1. Introduction

While research on asphalt materials (also known as asphalt concrete, bituminous concrete, Hot Mix Asphalt, etc.) is a dynamic process, the overall goals of these efforts have not changed over the years. Engineers and researchers attempt to make infrastructure last longer while balancing economic and social impacts. With the increased interest in sustainability, these goals also include reducing emissions (by using technologies such as Warm Mix Asphalt) and reusing materials (by utilizing materials such as Recycled Asphalt Pavements). As new technologies and materials are introduced through research and practitioners, issues may occur with long term performance, and the cycle repeats with more research providing solutions. With asphalt materials, long term performance is described according to different metrics. The FHWA Distress Identification Manual lists and describes fifteen common distresses in asphalt concrete pavements and among these, one of the most significant groups is cracking, specifically fatigue cracking (Miller and Bellinger, 2003). This document looks to synthesize the current state of the art of research and knowledge in fatigue cracking, to help us better understand what we have used in the past, what we are currently using, and what we could use in the future to extend the life of our pavement infrastructure.

There have been several documents over the years that have synthesized the state of the art of research and knowledge with asphalt materials. In 1999, the Association of Asphalt Paving Technologists (AAPT) put together a 75th anniversary compilation of papers that included:

- A history of AAPT
- Additives in asphalt
- Materials, design, and characterization of asphalt mixes
- Developments in the structural design and rehabilitation of asphalt pavements
- Producing and placing hot mix asphalt
- Quality initiatives
- Pavement management, maintenance, and rehabilitation

This series of papers was published in a special volume (68A) that acts as a strong reference to the state of the art in asphalt mixtures in the late 20th century. Around the same time, the Superpave mix design was also being introduced in the United States, leading to a series of in-depth reviews of asphalt mixtures. While AAPT provided a slightly broader approach, covering almost all bases of asphalt mixtures, the Superpave reports drilled deeply into many areas of asphalt mixtures with the publication of dozens of reports and summaries. From binder characterization and evaluation, to low-temperature cracking, to performance prediction models, the SHRP reports provide a wealth of information. There have been many advances in the intervening years since the conclusion of SHRP and an in-depth synthesis of this information has been lacking. The objective of this document is to provide this synthesis. The document loosely begins where SHRP-A-404 (Fatigue Response of Asphalt-Aggregate Mixes) ends and therefore, there is very little information on fatigue cracking pre-1994, where the University of California Berkeley left off upon publication of SHRP-A-404 (Monosmith, 1994). Intermediate documents of note since this work in the 1990s including RILEM in 2004, which synthesized various test methods and models, but acknowledged that more investigations are needed (Di Benedetto et al., 2004). Andre Molennar in 2007 (Molennar, 2007) who reviewed various tests and determined that the method of analysis should be independent of the test, and NCHRP 9-57, which recommended a suite of tests depending on the type of cracking of interest (Zhou et al., 2016).

This document will not promote any one fatigue cracking testing geometry, or any one fatigue cracking model. In addition, it will not delve into proper construction practices to minimize the potential of fatigue cracking, or how to track fatigue cracking over the long-term. This document is meant to be a resource for those interested in learning about the different approaches to quantifying, capturing, and predicting fatigue cracking that have been attempted in the laboratory and on the computer. In addition, plenty of references have been provided for those wishing to dig deeper into any one topic area. Each section was written by the experts in that particular area in order to provide the reader with the most accurate and up to date information on that topic and to provide both a basic understanding, and additional resources for further learning.

1.1. Context of Cracking

Pavements are design to provide the following: 1) a safe traveling surface, 2) the structural capacity for loads applied, 3) smoothness, 4) drainage of water, and 5) surface friction to prevent vehicle slippage. There have been several structural pavement design strategies available over the years, from the Group Index Method to the Transport and Road Research Laboratory in the UK to Pavement-ME (Monismith and Brown, 1999). Pavement
deterioration can quickly occur if the structural pavement design is inadequate. If loads that exceed the design limits are applied to a road, severe rutting and cracking can quickly occur. If the roadway is not properly rehabilitated, the continued application of these loads will turn the road into essentially a gravel surface.

In addition to the importance of structural adequacy for pavements, the mixture properties of asphalt concrete are also critical and may not be separable from the structural design. Similar to structural pavement design, there have been several mix design strategies available over the years, including the Marshall Method, the Bailey Method, the BS EN 13108-1 (British Standard/European Standard), and the Superpave Mix Design Method. While there are pros and cons to each one of these methods, each essentially provide the same guidance for the same goal; ensure that the proper blend of asphalt binder and aggregates exist to provide a durable mixture. It is often the case though that explicit experimentation to ensure resistance to cracking and permanent deformation is not part of the mix design process.

Through the proper structural and mixture design, and with proper maintenance, asphalt concrete roads should provide all five design parameters discussed above through their service life. However, one of the challenges of roads is that not only are they exposed to both natural and extreme weather events day after day, but they also are exposed to repeated loads. Some of these loads may be above the design limit, whether by an individual truck or by the millions of repetitions of vehicles, and when this occurs, the pavement may begin cracking.

1.2. Influence of Cracking on Pavements

There are two primary types of cracking in asphalt concrete pavements. One type of cracking is load related, meaning the traffic the travels over the pavement causes the pavement to crack. This type of cracking can manifest itself in two ways, through fatigue cracking or through reflective cracking. Fatigue cracking, whether bottom up or top down, reflects the repeated loads causing incremental damage that over time accumulates into a macro crack, while reflective cracking is when there is an existing flaw in the underlying layers that reflects up through a newly placed asphalt concrete layer. The second type of cracking is non-load associated, and is generally referred to as low-temperature cracking. A low-temperature crack occurs when the temperature drops, the pavement shrinks, and eventually the stress in the pavement exceeds the strength, causing a transverse crack to form. Cracking is detrimental to asphalt concrete pavements for two primary reasons. First, it lowers the ride quality, and second, it introduces a vector for faster deterioration of the roadway.

Cracking reduces the ride quality by increasing the roughness of the road. A common form of quantification for ride quality is the International Roughness Index, or IRI. The IRI, in short, calculates the deviation from a smooth surface by measuring the vertical deflections of a road over a distance, whether inches/mile or meters/kilometer. Once a crack is formed in an asphalt concrete pavement, the pavement begins to move both horizontally and vertically, thus increasing the IRI. This movement also creates a less pleasant driving experience, as vehicles begin moving up and down and the noise level is increased. Unfortunately, once a crack starts, if it is not properly maintained, it can increase in severity quickly.

If a crack is very quickly cleaned and filled with a sealant, in theory, it should not cause further problems. But if it is not sealed, or if the sealant pops out due to lack of cohesion to the existing pavement, water and debris enter the crack. If water enters the crack, it can freeze and expand, thus increasing the size of the crack. If debris enters the crack, it prevents the pavement from being able to expand and contract, which cause more cracking to occur. Either way, the roadway deteriorates rapidly, thus reducing the service life and reducing the ride quality to the driver.

1.3. Increased Relevancy of Cracking

In addition to lowering the ride quality and increasing deterioration of a road, design strategies have also caused an increase of cracking on asphalt concrete roads. On a national level in the United States, the Superpave Mix Design Method replaced the Marshall Mix Design Method in the late 1990s. This transition continues at a state and local level. However, one of the weaknesses of the Marshall Mix Design Method is that the mixtures tended to rut over time. The Superpave Mix Design Method was developed to balance the rutting and cracking characteristics of asphalt concrete, but some believe that it went a bit too far and has produced dry mixtures, that are highly resistant to rutting but are susceptible to cracking. While the pendulum continues to swing and the mix designs are believed to be more balanced after small changes to the Superpave Mix Design Method, balancing rutting and cracking continues to be a challenge for the asphalt concrete industry.

In addition to changing mix design methods, a second design strategy has led to an increase in cracking, the addition of recycled materials. Asphalt binder is the most expensive component of asphalt concrete, so agencies and industry are constantly looking for ways to optimize the amount of asphalt binder put into mixtures. With the
addition of Recycled Asphalt Pavement (RAP) and Recycled Asphalt Shingles (RAS), the amount of virgin asphalt binder has been decreased in asphalt concrete mixtures. However, this decrease of virgin asphalt binder has occasionally produced dry mixtures, and with the new Superpave Mix Design, increased the amount of cracking. Again, over time, these issues have been addressed but continue to emphasize the importance of recognizing cracking as a relevant topic.

2. Asphalt Binder Studies

Except for extreme cases when weak or broken aggregates are used, the actual failure due to continuous loading occurs at either the asphalt-to-aggregate interface (adhesive) or within the asphalt itself (cohesive). It is not surprising then that research shows that fatigue cracking performance of asphalt mixture is largely influenced by the properties of the asphalt binder (Soenen et al., 2003). So although the focus of this paper is a review of cracking principles in asphalt concrete mixtures, the very fact that these cracks originate and propagate through the asphalt cement binder suggests that this discussion should include at least a broad overview of the state of the knowledge in asphalt binder cracking.

At a basic level, cohesive and adhesive failures can be understood by using the concept of surface energy, which explains and quantifies the amount and origins of the energy available at the surface of solids and liquids. In asphalt concrete, the amount of this energy available in on the surface of asphalt cement governs the cohesive phenomena and the combined amounts at the asphalt and aggregate surface govern the adhesive phenomena. Bhashin et al. (2006) developed methodologies to reliably measure the surface energy of both asphalt and aggregate. They also applied these methodologies to characterize asphalts and asphalt-aggregate combinations and showed correlations between fatigue, moisture damage, and fracture (Little et al. 2006). Others have followed similar approaches to and demonstrated connections between surface energy and asphalt mixture performance (Wasiuddin et al., 2006; Bhasin et al., 2007; Arabani and Hamedi, 2010;Wei and Zhang, 2014; Grenfell et al., 2015; Aguilar-Moya et al., 2015; Cong et al., 2016).

Surface energy approaches offer scientific insight into the fatigue phenomenon, but the quantitative link between surface energy and cracking is not known. Hence many of the studies in this literature still rely on empirical correlations between surface energy behavior and fatigue performance. A much larger body of literature has been collected based on rheological investigations of asphalt cement binder and asphalt mastics, which consist of a blend of asphalt binder and filler-sized particles (generally passing the 75 μm sieve).

2.1. Test Method

2.1.1. Repeated Loading Test

Overview. The search for an improved asphalt binder fatigue test method is an on-going effort related to the improvement of asphalt specifications. The current specification practice of measuring linear viscoelastic dynamic shear modulus and phase angle does well to evaluate the effect of long-term aging on the material properties of asphalt, but it does not include actual evaluation of resistance to damage. Additionally, it does not account for the effect of pavement structure or traffic loading, as it is measured at only one load amplitude and frequency. During the National Cooperative Highway Research Program (NCHRP) Project 9-10, a test method was proposed that applies repeated cyclic loading to a binder specimen using the Dynamic Shear Rheometer (DSR), known as the time sweep (Bahia et al., 2001). The new test was designed to mimic mixture testing and, although developed independently, has its basis in work done in the early 1960’s (Pell, 1962). The main benefit to this test is a direct application of fatigue-type loading, and if performed at sufficient stiffness levels, relevant fatigue performance indicators can be measured (Anderson et al. 2001; Martono et al. 2007). However, the suitability of this test for use in specification is questionable due to the possibility of long testing times. Hence, recent work on binder fatigue has focused on the search for test procedures that can be used as “accelerated” fatigue tests (Andriescu et al., 2004; Martono and Bahia, 2008; Johnson et al., 2009). Multiple test procedures have been under investigation for their abilities to act as a surrogate to the time sweep test. These “accelerated” procedures take significantly less time to perform, but work to unite these methods to time sweep performance via a fundamental link continues to be a challenge. Recent work has suggested that these types of procedures may hold promise in the indication of fatigue performance of asphalt binders (Martono and Bahia, 2008; Johnson et al., 2009).
Method Development. During the Strategic Highway Research Program (SHRP) efforts in the late 1980’s and early 1990’s, asphalt binder specifications transitioned from index properties to mechanical properties based on responses relevant to pavement performance; for example, the dynamic shear modulus of asphalt binder became of interest due to the tendency of aggregates to apply shear loads to the binder between them under dynamic loading from traffic. The result of this research was a new performance-based specification system for asphalt binder, now known as AASHTO M 320, or Superpave (SUperior PERforming Asphalt PAVEments). Dynamic shear properties are measured using the Dynamic Shear Rheometer (DSR), as shown in Figure 1. As will be shown in detail in many of the following sections, testing and analysis methods have evolved in the intervening years since the initial development of Superpave, but the DSR remains a primary instrument to evaluate asphalt binder cracking.

![Figure 1. Schematic of the Dynamic Shear Rheometer.](image)

Beginning in 1996, the National Cooperative Highway Research Program (NCHRP) sponsored research efforts to investigate the emerging practice of modifying asphalt binders and its effect on the current Superpave specifications. The research team was charged with the tasks of both identifying the shortcomings of the first iteration of Superpave, as well as suggesting improvements to better characterize modified asphalts. The findings from NCHRP Project 9-10 (Superpave Protocols for Modified Asphalt Binders) identified the general lack of correlation between mixture fatigue performance and $|G^*| \sin \delta$, therefore the development of improved binder fatigue testing procedures has been pursued. During NCHRP 9-10, the time-sweep (TS) test was introduced as a binder-specific fatigue test performed in the DSR, where the specimen is subjected to repeated cyclic shear loading, as shown in Figure 2, in either controlled-stress or controlled-strain mode (Bahia et al., 2002; Bonnetti et al., 2002). The TS allowed for the binder to go beyond linear viscoelastic behavior measured by Superpave and into the damage accumulation range. Results from this testing gave a much higher correlation with mixture fatigue performance ($R^2 = 0.84$), indicating that the TS was a promising procedure for evaluating binder fatigue characteristics. Upon the publication of NCHRP Report 459 (Bahia et al., 2001), further research was performed to evaluate the suitability of time-sweep testing for accurate characterization of binder fatigue. It was reported in subsequent studies (Anderson et al., 2001; Shenoy, 2002) that at modulus values lower than 5 MPa, the outer edges of the binder specimen subjected to TS testing could become unstable and begin to flow. This “edge effect” can manifest itself as a drop in modulus due to changes in the sample geometry, which is indistinguishable from fatigue damage to the DSR data acquisition equipment.

![Figure 2. Schematic of time sweep load and response.](image)
In response to this issue, additional research investigated these geometry effects by comparing the TS for binders against the torsion cylinder geometry (Martono et al., 2007). The torsion cylinder geometry was established in earlier studies (Kim et al., 2002; Kim et al., 2006) and consists of a sand-asphalt mixture that is used to represent the thin-film behavior of asphalt binder within the mix. For the study performed by Martono et al. (2007), the torsion cylinder represented geometry unaffected by edge effect, as it was significantly stiffer and more resistant to unstable flow than binder alone. By subjecting parallel plate and torsion cylinder geometries to the same loading scheme, the effect of geometry on fatigue life was evaluated. The absolute dissipated energy was significantly different between the two geometries (as they consisted of fundamentally different materials), but when the dissipated energy was normalized to the unit volume of the sample and plotted against fatigue life, both geometries showed comparable fatigue trends. Extensive statistical modeling showed that geometry had little effect on fatigue behavior with respect to binder type and the applied loading, indicating that edge effects are not a significant factor in binder fatigue results.

Stress Sweep Developments. Following the work conducted to evaluate the time sweep as a valid binder fatigue testing procedure, researchers recognized that the time sweep is a very lengthy test, and thus began investigating a procedure to accelerate the damage accumulation in the binder specimens (Martono and Bahia, 2008). The procedure, known as the stress sweep, uses repeated cyclic loading at a constant frequency, but the controlled-stress level is increased incrementally over the duration of the test. By increasing the amount of applied energy from the DSR, the material accumulates damage much faster that the time sweep, leading to shorter times to binder failure. The binders used for the stress sweep study were used previously in a Federal Highway Administration (FHWA) Accelerated Loading Facility (ALF) fatigue study (Kutay et al., 2007). The ALF test consisted of applying multiple passes of a simulated truck wheel load on full-scale pavements constructed using different types of binder. The fatigue crack length at 100,000 passes was measured for each section, and the binders were ranked accordingly.

The goal of Martono’s stress sweep study was to first compare the results with those from time sweep testing, and evaluate the ability of each test to give the same ranking of the performance from the ALF test. As is common with most fatigue research, failure was defined as a 50% reduction in \(|G^*|\) for both procedures, with the shear stress at failure (\(\tau\)) being the parameter used to rank the materials’ performance for stress sweep, and number of cycles to failure (\(N_f\)) used for the time sweep. The value of \(|G^*|\) at failure for both test types correlated well, indicating a relationship between the two tests. The time sweep tests gave identical rankings to the ALF using \(N_f\). This result was achieved by using strain-controlled testing at relatively high strain levels of 5% and 7% (for reference, the current Superpave fatigue specification typically uses 1% strain). The stress sweep was not completely accurate in its rankings of ALF performance using \(\tau\). However, it still showed some similarity in performance. While damage characteristics from the stress sweep correlated well with the time sweep, the ability of the stress sweep to indicate pavement fatigue performance needed further investigation. More details on the development of a formalized stress sweep experiment, the linear amplitude sweep (LAS) test is presented in Section 2.1.1.

2.1.2. Double Edge Notched Test

Queen’s University researchers proposed evaluating the essential work of fracture (EWF) to obtain a measure of the fatigue and crack resistance behavior of asphalt binders (Broberg, 1975, Cotterell and Reddel, 1977, Andriescu et al., 2004). Prior to the development of the EWF method, the fracture resistance of viscoplastic materials was largely evaluated by using laborious techniques requiring explicit measurements of a crack advancing through material. Within this technique, the work necessary to pull apart a pre-notched elastoplastic specimen is assumed to be divided in two parts: essential work performed in the local region of the advancing crack creating two surfaces and nonessential work away from the local region of cracking/tearing associated with ductility, plasticity, and yielding (Cotterell and Reddel, 1977).

The experimental determination of the essential and non-essential work of fracture involves the following steps. First, the total work of fracture is determined in simple direct tension tests of similar specimens with different ligament lengths. Double edge notched tension (DENT) are one means of performing this test. DENT is essentially a ductility test, but with two notches of controlled depth placed in the center of the specimen. Note that the DENT test geometry has also been applied to study low temperature fracture, but its importance here is the application to intermediate temperature fracture. The test itself is standardized in the Ontario Ministry of Transportation Test Method LS-299 (MOT LS-299, 2009). Figure 3 is a schematic of the sample in the DENT test defining ligament length, and Figure 4 shows the test samples in a computer-controlled force ductility instrument. Figure 5 provides an
example of raw force versus displacement data after a DENT test using three ligament lengths and two replicates for each ligament.

The EWF, \( W_e \), is proportional to the fracture area (i.e., ligament length, \( \ell \), multiplied by thickness, \( B \)), while the non-essential or plastic work, \( W_p \), is proportional to the volume of the plastic zone, which is the fracture area (\( \ell \times B \)) multiplied by the ligament length, multiplied with a factor. The factor depends on the shape of the plastic zone. Because the ligament length has major importance in determining the extent of plastic deformation, it is distinctly incorporated as \( \ell \) and multiplied with the surface area to express the volume dependence of the plastic work of
fracture, $W_p$. The rather simple mathematical expression for the total work of fracture, $W_f$, is as shown in Equation [1].

$$W_f = W_e + W_p = \left( \ell \times B \right) w_e + 2 \left( \beta \times \ell \times B \right) w_p$$  \hspace{1cm} [1]

where; $w_e$ = specific essential work of fracture and $w_p$ = specific work of fracture. The $\beta$ parameter is found by considering how close the geometry is to plane-strain or plane-stress conditions, Equation [2].

$$\beta = \frac{h\pi}{4L}$$  \hspace{1cm} [2]

where; $h$ = height of an assumed elliptic shape of the plastic zone and $L$ = ligament length.

Experiments are performed at fixed displacement rates, but with different ligament lengths. The results are analyzed using a linear fitting procedure similar to the one employed for the EWF analysis. The calculated critical tip opening displacement (CTOD), $\delta$, is the ultimate elongation for a zero ligament length, which represents the strain tolerance in the vicinity of a crack. Since a zero ligament length experiment is not reliable (e.g., it cannot be guaranteed that cracking will occur in the vicinity of interest, some approximation is necessary. For example, Gibson et al. (2012) approximated the tensile yield stress with the net section stress (peak load divided by the sectional area) for the smallest ligament length that they tested, 5 mm. This allowed an approximate CTOD to be calculated from the ratio between the essential work and the net section stress, Equation [3].

$$\delta = \frac{W_e}{\sigma}$$  \hspace{1cm} [3]

Gibson et al. (2012) applied the DENT test to asphalt binders tested at the Federal Highway Administration’s Accelerated Load Facility (FHWA ALF). The binders themselves were PAV-aged instead and were tested at 25°C, and an extension rate of 100 mm/min. The test was applied to the conventional asphalt and the modified asphalts. Ligament lengths were 5, 10, and 15 mm and the sample thickness was 6.5 mm. The areas underneath the force versus displacement curves, see Figure 5, represent the total work of fracture. It was found that the CTOD method was the most discriminating measure of mixture performance within the parameters evaluated. These parameters included binder yield energy, EWF, time sweep, strain sweep, and the standard $G^\star|x\sin(\delta)$ parameter. Huber (2009) performed a similar study comparing several binder fatigue parameters using in-service pavements from Ontario, Canada. They also found that the CTOD parameter had the highest association with the CTOD parameter. Zhou et al. evaluated multiple binder fatigue tests for Texas materials and concluded that the CTOD parameter and LAS parameters yielded similar rankings as compared to mixture performance from the Overlay Tester (Zhou et al., 2014). In a related study, Zhou et al. (2012) compared various binder fatigue measures to cylindrical push-pull mixture tests and concluded that CTOD and Elastic Recovery best matched the observed mixture performance.

2.1.3. Binder Fracture Energy Test

Overview. As the writing in Section 2 demonstrates, numerous tests have been developed in an attempt to provide a better evaluation of asphalt binder cracking performance. This is the case for the binder yield energy test (Johnson, Bahia and Wen, 2009) and linear amplitude sweep (LAS) test (Johnson, 2010), which are based on shear fatigue properties measured from DSR. However, it is difficult to apply the binder yield energy test analysis protocol to modified binders as a result of apparent polymer network interference (Johnson, 2010). Also, contradictory results have been reported regarding the correlation between binder fatigue resistance obtained from the LAS test and mixture fracture resistance. Whereas Hintz et al. (2011a; 2011b) found a fairly good relationship between LAS test results and field fatigue cracking data, Zhou et al. (2013) found the LAS test correlated poorly with push-pull mixture fatigue tests.

Another approach is the use of fracture energy as a potential indicator of asphalt binder cracking resistance. Ponniah, Cullen and Hesp (1996) and Hoare and Hesp (2000) measured fracture energy from a single-edge notch bending (SENB) test. Nonetheless, the purpose of the SENB test was to evaluate cracking performance at low temperature (below -10°C), where binder response is brittle and the principles of linear elastic fracture mechanics are applicable. Andriescu, Hesp and Youtcheff (2004) used a double-edge notched tension (DENT) test to determine the essential and plastic work required to fracture a binder specimen. Gibson et al. (2012) found that essential plastic work and critical tip opening displacement (CTOD) from the DENT test correlated well with FHWA-ALF mixture fatigue test results. However, they pointed out the required number of replicates and the scatter in the analysis as major drawbacks of the DENT test. More description of the DENT test is given in Section 2.1.2.
Recently, an effort has been placed on developing a binder fracture energy (BFE) test to quantitatively evaluate the fracture energy density (FED) of asphalt binders at intermediate temperature and to identify the presence of various modifiers (rubber, polymer and combinations of rubber and polymer) (Niu, Roque and Lopp, 2014). Encouraging results have been reported so far, and in addition, an AASHTO provisional standard has been proposed with detailed description of the testing equipment, data analysis procedure and typical FED values for a broad range of unmodified and modified binders.

The BFE test was developed to evaluate the potential fracture tolerance of asphalt binder in the intermediate temperature range (0-20ºC). It is performed by pulling at a constant displacement rate on two loading heads attached to a binder specimen until fracture occurs at the middle section of the specimen. Compared to previous direct tension tests, the BFE geometry overcomes the deficiencies associated with the identification of the failure plane and provides accurate and reliable measurements of true stress and true strain on the fracture surface. For evaluation of relative cracking performance, it is recommended that this test procedure be used with asphalt binder conditioned according to AASHTO T240 (RTFOT) plus AASHTO R28 (PAV), which is considered to better represent long-term asphalt aging in the field. However, this test can be used for determination of binder fracture energy of any asphalt binder including unaged or aged neat binder and modified binder as well as binder extracted and recovered from the field. Additional details on specimen preparation can be found in Yan et al. (2015). A timeline of the model, key elements, and literature are presented in Figure 6.

<table>
<thead>
<tr>
<th>Year</th>
<th>Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>Niu et al. develop a binder fracture energy (BFE) test to determine the fracture tolerance of asphalt binders at intermediate temperature (0-20°C). Binder fracture energy density (FED) has been determined to be independent of displacement rate and testing temperature. Characteristics of the resulting true-stress-true-strain curve can be used to identify the presence of polymer and/or rubber in the binder.</td>
</tr>
<tr>
<td>2015</td>
<td>Yan et al. modify the BFE testing protocol and evaluate new modified binders that can potentially be used as alternatives to SBS binder.</td>
</tr>
<tr>
<td>2016</td>
<td>Yan et al. demonstrate binder FED from the BFE test correlates well with mixture FED from Superpave IDT tests.</td>
</tr>
</tbody>
</table>

### Data Analysis Procedure
Fracture energy density (FED) is defined as the energy per unit volume required to initiate fracture (i.e., local failure). It is calculated as the area under the true stress-true strain curve up to the point at which stress peaks and drops. The post-peak energy is used to split the specimen in half after local fracture initiates and thereby, is not included in the calculation of FED. True stress and true strain refer to the local stress and strain on the failure plane and are determined from global force and displacement recorded during a test.

A finite element large deformation analysis was conducted by Niu et al. (2014) to relate global force and displacement reported by the data acquisition system to true stress and true strain on the failure plane (middle section of specimen). That analysis was revisited and simpler relationships were obtained, as described below:

**Figure 6. Summary of the BFE test.**

### Key Functions

<table>
<thead>
<tr>
<th>F</th>
<th>force (N), x</th>
<th>displacement (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>τ</td>
<td>0.006x² - 0.925x + 24</td>
<td></td>
</tr>
<tr>
<td>ε</td>
<td>0.0006x² + 0.0537x</td>
<td></td>
</tr>
</tbody>
</table>

### Geometry at first stress peak

| Aₚeak | 0.006xₚeak² - 0.925xₚeak + 24 |
| Iₚeak | 0.0086xₚeak² + 0.132xₚeak + 3 |

### Key Publications

- Niu et al. 2014, J. of the AAPT
- Yan et al. 2015, RMPD
• True stress is calculated as the ratio of global force to cross-sectional area of the middle section of the specimen. Equation [10] can be used to estimate the cross-sectional area as a function of measured displacement:

\[ A = 0.006x^2 - 0.925x + 24 \]  

where \( A \) is cross-sectional area (mm\(^2\)) and \( x \) is displacement (mm).

• True strain is obtained from measured displacement using Equation [5]:

\[ \varepsilon = 0.0006x^2 + 0.0537x \]  

where \( \varepsilon \) is true strain (dimensionless) and \( x \) is displacement (mm).

Equations [10] and [5] are applicable until a first peak in true stress is observed (note that stress peak and load peak may not necessarily coincide due to change in geometry). Beyond this point, significant reduction in cross-sectional area occurs and the finite element analysis becomes invalid. Consequently, a data analysis procedure was developed to account for the reduction in cross-sectional area that occurs at larger deformation levels, which is illustrated in Figure 7. Since Poisson’s ratio of asphalt binder is generally close to 0.5, the volume of the middle part is assumed to remain constant during extension (i.e., binder is incompressible at the relatively low bulk stress associated with tensile testing at intermediate temperature). Furthermore, necking of the middle part of the specimen was observed after the first stress peak. Based on specimen geometry and observations during testing, the initial length of the middle part was designated to 3 mm.

![Figure 7](image)

**Figure 7.** Dimensions of the 3-mm middle part of the BFE specimen at the beginning of the test (a), at first stress peak (b), and after first stress peak (c).

After identifying the first stress peak, the constant volume assumption is imposed:

\[ A_{\text{peak}} \cdot L_{\text{peak}} = A' \cdot L' \rightarrow A' = A_{\text{peak}} \cdot \frac{L_{\text{peak}}}{L'} \]  

in which; \( A' \) = central cross-sectional area after the first stress peak (mm\(^2\)) and \( A_{\text{peak}} \) = central cross-sectional area at the first stress peak (mm\(^2\)) (found by substituting the displacement level at the first stress peak (\( x_{\text{peak}} \)) into Equation [10]), \( L_{\text{peak}} \) = length of initial 3-mm middle part at the first stress peak (mm), Equation [7], and \( L' \) = length of initial 3-mm middle part after the first stress peak (mm).

\[ L_{\text{peak}} = 0.0086A_{\text{peak}}^2 + 0.132x_{\text{peak}} + 3 \]  

Once necking starts, it is assumed that increases in displacement takes place only in the 3-mm middle part of the specimen. Therefore, \( L' \) can be calculated as follows:

\[ L' = L_{\text{peak}} \Delta x \]  

where \( \Delta x \) (mm) is the increase in displacement after the first stress peak (\( x-x_{\text{peak}} \)). Then, true stress and true strain after the peak are determined as follows:

• True stress is calculated as the ratio of global force to the cross-sectional area provided by Equation [6].
• True strain can be obtained using a large strain formulation (Equation [9]):

\[ \varepsilon = \ln \left( \frac{L_{\text{peak}} + \Delta x}{L_{\text{peak}}} \right) + \varepsilon_{\text{peak}} \]  

where \( L_{\text{peak}} \) and \( \Delta x \) are those defined above and \( \varepsilon_{\text{peak}} \) = strain at the stress peak calculated from Equation [5].

Related Applications. After extensive test results, the researchers concluded that the new fracture energy test and data interpretation system suitably measure unmodified and modified binder fracture energy density. Test results revealed that binder fracture energy is a fundamental property of asphalt binder and the characteristics of the true stress-strain relationship are a good indicator of the presence and relative content of modifiers.

Yan et al. (2015) evaluated seven types of alternative PMA binders using different tests, including existing Superpave PG binder tests, the MSCR test, and the BFE test. Results showed that four alternative PMA binders (SBS plus polypropylene composite, terpolymer plus polypropylene composite, SBS plus oxidized polyethylene wax and a fourth non-SBS polymer of unknown composition) can potentially have equivalent performance to SBS binder. Three deficient binders (modified with plastomer, polyolefin and a third one unknown) were identified in both the MCSR and the BFE tests. However, Superpave PG binder tests distinguished only one as deficient. Compared to the MCSR test, which provides a qualitative assessment (pass/fail criterion), the BFE test brings the added advantage of providing a quantitative assessment of relative binder performance based on fracture energy density values. Findings appeared to indicate that the BFE test can be used as an effective tool for binder specification by state highway agencies.

Yan et al. (2016) extended prior efforts by assessing whether binder results would translate to improved cracking performance of resultant mixtures. Superpave indirect tension (IDT) tests were conducted to obtain the fracture properties of asphalt mixtures with the four alternative PMA binders, as well as a standard PG 76-22 (3% SBS) PMA binder and a PG 67-22 unmodified base binder. Results showed the alternative PMA binders (SBS plus polypropylene composite, terpolymer plus polypropylene composite, SBS plus oxidized polyethylene wax and a fourth non-SBS polymer of unknown composition) not only reduced the rate of damage accumulation but also improved the failure limit of the resultant mixtures. The energy ratio (ER) parameter, which has been closely tied to field pavement cracking performance (Roque et al., 2004), showed the PMA binders exhibited equivalent or better cracking performance than PG 76-22 SBS PMA binder. Finally, binder fracture energy density (FED) test results satisfactorily ranked mixture cracking performance thereby supporting the use of the binder fracture energy (BFE) test as an effective tool to quantitatively evaluate the relatively cracking performance of asphalt binder.

2.2. Analysis

2.2.1. Rheological Linkages

There have been numerous attempts to link asphalt binder rheology to fatigue performance, many of which have been reviewed by Glover et al. (2005). Hubbard and Gollomb (1937) reported that many well performing mixtures in an Ohio study showed a penetration of 30 or higher on recovered asphalts. Doyle (1958) showed correlation with fatigue performance of an Ohio test section with ductility as did Kandhal and others (1975, 1977, 1984). Skog (1967) examined the effect of aging and shear susceptibility and found materials that performed well in the field were less sensitive. Lee (1973) suggested a critical penetration of 20 and critical viscosity of 20-30 MPa at 25°C based on findings from lab aged asphalts in Iowa. The most widely used is the loss modulus at 10 radians per second and a temperature 4°C greater than the average of the high and low Superpave performance grading temperatures. In developing this parameter it was hypothesized that a lower amount of dissipated energy per cycle would result in a more fatigue resistant material. As shown in Equation [10] the dissipated energy is directly proportional to the loss modulus, which is mathematically determined as the product of the shear modulus and the sine of the phase angle.

\[ W_c = \pi \gamma^2 \left[ G^* \sin \delta \right] \]  

Analysis of the Zaca-Wigmore field site and subsequent engineering adjustments led to the establishment of the 5 MPa limit on this quantity. While research has shown the capabilities of the mixture loss modulus to relate to the mixture fatigue life a generally poor correlation between the loss modulus of the binder and fatigue cracking of asphalt mixtures has been observed (Tayebali et al., 1994; Deacon et al., 1997). An alternative rheological index
based on the rate of change in complex viscosity and phase angle with respect to frequency was proposed by Reese and Goodrich (1993), but apparently failed to gain traction in the community as it did not explicitly include the influence of stiffness in the proposed parameter.

Glover et al. (2005), motivated by the historical data that showed a relationship between ductility and performance, propose an alternative rheological index defined based on the ratio of storage modulus ($G'$) to the ratio of dynamic viscosity ($\eta'$) to $G'$. Equation [11]. The historical correlation between performance and ductility coupled to the correlation between Glover’s parameter and ductility suggested that the parameter would closely relate to field performance. Rowe simplified this parameter by applying the Cox–Merz approximation relating shear modulus and viscosity and then eliminating a constant (the angular frequency). The resulting parameter (referred to as the Glover-Rowe parameter, G-R) is given in Equation [12].

\[
G = \frac{G'}{\eta'} \quad [11]
\]

\[
G - R = \frac{|G^*| \cos \delta)}{\sin \delta} \quad [12]
\]

Anderson et al. (2011) evaluated the Glover parameter and confirmed its correlation to field performance and going further to propose that a value of $9 \times 10^{-4}$ MPa/s (or an equivalent value of 180 kPa for the G-R parameter) indicated the onset of cracking.

2.2.2. Linear Amplitude Sweep (LAS) and Application of Continuum Damage Modeling to Asphalt Binder

Overview. The fatigue cracking resistance of an asphalt pavement is dictated by the structure (layer thickness), mixture type and volumetrics, and inherent fatigue cracking resistance of the asphalt binder. Asphalt binder is the weakest asphalt concrete constituent and, thus, fatigue cracks initiate and propagate primarily cohesively through the binder phase of asphalt mixtures in the absence of moisture (Lee and Kim 2014). Therefore, the ability to characterize and model the inherent fatigue performance of an asphalt binder is a necessary first step to design mixtures and pavements that are not susceptible to premature fatigue failure. Comprehensive understanding and prediction of asphalt binder fatigue performance require a suitable practical experiment coupled with a model to predict how the binder will perform under various traffic, temperature, and structural conditions encountered in the field.

Current asphalt binder Performance Graded (PG) specifications dictate that the parameter $|G^*| \sin(\delta)$ is measured in a Dynamic Shear Rheometer (DSR) at a small strain level over a limited number of load cycles to evaluate fatigue resistance. This procedure lacks the ability to characterize damage resistance, as research conducted since the conclusion of the SHRP research has shown that the parameter lacks the ability to indicate resistance to fatigue damage (Bahia et al., 2001; Bahia et al., 2002; Tsai et al., 2005). The primary concern is that $|G^*| \sin(\delta)$ is merely an initial measure of undamaged linear viscoelastic properties, and it may be unsuitable to extrapolate this property to predict damage after the multiple loading cycles typically associated with fatigue damage. The Linear Amplitude Sweep (LAS) test (AASHTO TP 101) has been proposed as an improved specification test to characterize asphalt binder fatigue damage resistance. The LAS test uses systematically increasing strain amplitudes in the DSR to accelerate damage in asphalt binder specimens, enabling practical and efficient fatigue characterization.

Viscoelastic Continuum Damage (VECD) modeling has been applied extensively to asphalt mixtures and pavements to enable prediction of fatigue performance under variable conditions using limited test results (e.g., Underwood et al., 2010; Lee and Kim, 2014). The VECD modeling approach has more recently been extended to asphalt binders tested using torsional loading in a DSR (Wen and Bahia, 2009; Johnson and Bahia, 2011; Hintz et al., 2011; Safaei et al., 2014; Wang et al., 2015, Safaei and Castorena, 2015; Safaei et al., 2016; Underwood, 2016). Consequently, LAS test results can be coupled with a Simplified Viscoelastic Continuum Damage (S-VECD) model for prediction of fatigue life at any strain amplitude and temperature of interest using limited test results. Varying strain amplitudes can be used to assess asphalt binder fatigue response to variable structure and traffic loading. Furthermore, it has been demonstrated that time-temperature superposition can be used to predict asphalt binder fatigue damage evolution under variable temperatures (Safaei and Castorena, 2016). The following provides a summary of the research that led to the development of the LAS test, provides an overview of the S-VECD modeling approach, and presents recent studies that validate the use of the procedure using binder and field.
performance results. An overarching timeline of the LAS test development, the key elements, and literature are summarized in Figure 8.

### Development of the LAS Test

#### Loading Scheme

Several damage-inducing tests can be implemented in a DSR. Bahia et al. (2001) initially introduced the time sweep test (see Section 2.1.1), as a means to characterize the fatigue resistance of asphalt binders in the DSR in an effort to overcome the deficiencies of the current specification. The time sweep test consists of repeated cyclic loading in the DSR in either stress- or strain-controlled mode, which is similar to many fatigue tests for characterizing asphalt mixture fatigue. However, the time sweep test poses some challenges for routine use because it is time-consuming and a strain or stress amplitude must be selected that will produce failure in a reasonable amount of time. Such selection is not possible without a priori knowledge of the binder’s fatigue resistance.

Therefore, alternative procedures have been investigated under the assumption that their results can be input into a VECDD model to derive fatigue responses under any loading history of interest with limited material characterization. Initially, Wen and Bahia (2009) investigated use of monotonic testing in the DSR for accelerated fatigue characterization. The monotonic test consists of subjecting asphalt binder to constant strain rate loading (i.e., noncyclic loading) in a DSR. Wen and Bahia (2009) applied VECDD modeling to monotonic binder test results for the first time and found that the model to be applicable to unmodified asphalts. However, the model was found to be inapplicable for monotonic test results of polymer-modified binders that display two-phase behavior in monotonic tests (Johnson et al., 2009). At a low strain level, the binder dominates the response to loading. However, at a high strain level, the binder yields and the polymer network is activated, leading to distinct changes in behavior that cannot be captured using a continuum damage approach (Johnson et al., 2009). Furthermore, Safaei and Castorena (2016) demonstrated that significant normal stresses arise in monotonic binder tests, which will affect the resultant damage growth, which precludes their use in calibrating a VECDD model.

Due to the problems encountered in monotonic tests, Johnson and Bahia (2011) proposed the application of a VECDD-based model to an LAS test, which includes an oscillatory strain amplitude sweep that consists of linearly...
increasing strain amplitudes from 0.1 percent to 30 percent over the course of just five minutes. The LAS test has been found to induce significant damage in all binders, irrespective of their fatigue resistance (e.g., modified versus unmodified). Hintz and Bahia (2013) later refined the LAS test amplitude sweep to be compatible with standard rheometers. Wang et al. (2015) incorporated a fatigue failure criterion into analysis of LAS test results for improved performance prediction. Deriving the fatigue failure criterion requires three tests with different loading histories. Therefore, three LAS tests are used to calibrate the S-VECD model. All three tests are conducted over the strain amplitude range of 0.1 percent to 30 percent but the times over which the strain amplitudes are incremented vary. Loading durations of 5, 10, and 15 minutes are used. The use of these three LAS tests with varying loading histories can be used in place of conducting replicate tests of the same conditions, which will be discussed in latter sections. The LAS test also includes a frequency sweep at the fatigue testing temperature which is used to obtain a fingerprint of the undamaged viscoelastic behavior of the asphalt binder. The frequency sweep does not induce damage and hence can be conducted directly prior to the LAS amplitude sweep on a single asphalt binder specimen.

### Fatigue Damage Mechanism

In tests where the asphalt binder is subjected to damage-inducing cyclic loading in the DSR, fatigue failure will occur via the formation of radial cracks that start at the sample periphery (where strain levels are the highest) and grow inward, assuming that adhesion loss and plastic flow are avoided (Hintz and Bahia, 2013). Safaei and Castorena (2016) demonstrated that cohesive cracking failure occurs in cyclic DSR tests when the initial sample’s dynamic shear modulus value is between 12 MPa and 60 MPa at the given test temperature and frequency based on visual observations of sample geometry and morphology following fatigue testing. Adhesion loss between the sample and the DSR plates is likely to occur when the modulus value of the sample exceeds 60 MPa, and edge flow impedes the results if the sample modulus value is lower than 12 MPa. When cohesive cracking is the failure mechanism, the formation of radial cracks within the sample will lead to a reduction in the effective area over which the stresses are distributed. This process results in a macroscale measure of loss in material stiffness, which can be used within the S-VECD model to quantify damage growth.

### Test Temperature Selection

It is recommended that the LAS test temperature be selected as the average of the high and low temperature climatic performance grades of the binder minus 4°C. Based on extensive analysis of the Enhanced Integrated Climatic Model (EICM) for a representative set of locations in the United States complemented with binder testing, Safaei and Castorena (2016) found that the average the high and low climatic PGs, determined from the Long-term Pavement Performance (LTPP) Bind program minus 4°C represents a critical temperature in terms of frequency of occurrence and material fatigue resistance. Selection of the LAS test temperature as the average of the high and low climatic PGs minus 4°C also ensures that the binder modulus is within the range where cohesive cracking is dominant failure mechanism.

### Fatigue Failure Definition

A clear means to define fatigue failure in fatigue tests is an important component of fatigue characterization. Wang et al. (2015) demonstrated that the peak in the stored pseudo strain energy versus number of loading cycles curve is a suitable definition of failure for LAS tests. Initially in LAS tests, the stored pseudo strain energy increases with each cycle, indicating that the material is able to store additional energy as the strain amplitude (and hence input energy) increases. However, once the material fails, the binder loses its ability to store additional energy with the increase in strain amplitude, and thus, the stored pseudo strain energy will decay.

### S-VECD Model Applied to LAS Test Results

Wen and Bahia (2009) first investigated the applicability of the VECD model to asphalt binders under monotonic constant strain-rate shear loading in the DSR. However, monotonic loading resulted in several problems as discussed. Therefore, Johnson and Bahia (2011) proposed the application of a VECD-based model based on dissipated energy concepts to asphalt binders subjected to cyclic loading in a DSR whereby the excessively high strains associated with monotonic testing were avoided. Their model was derived following the work of Kim at al. (2006) on torsion cylinders. Quantification of damage was performed by substituting the cyclic dissipated energy function into Schapery’s Work Potential Theory functions (Schapery, 1975) and numerically integrating as follows:

$$S(t) \equiv \sum_{i=1}^{n} \left[ \pi I_{\alpha} t_0^2 \left( G^{\#} \sin \delta_{i-1} - G^{\#} \sin \delta_i \right) \right]^{\frac{1}{2\alpha + 1}} \left( t_i - t_{i-1} \right)^{\frac{1}{2\alpha + 1}}$$  \[13\]
where; $S$ is the damage parameter (note that in Johnson and Bahia’s initial work they used the variable $D$, but $S$ is used to be more consistent with other research cited herein), $I_D$ is a normalization parameter for specimen-to-specimen variability, $\alpha$ is damage rate variable, $t$ is the time, and the subscript $i$ indicates the cycle indices used for calculation.

The parameter $|G^*(S)| \sin(\delta)$ was used as an indicator of material integrity and was plotted against accumulated damage. In order to provide a closed-form parameter to compare fatigue performance, a failure criterion was selected and the level of damage was computed up until that threshold ($S_f$). This threshold value was combined with the previous formulation as well as Schapery’s Work Potential Theory to ultimately yield number of cycles to failure:

$$N_f = \frac{f \left(S_f \right)^k}{k \left( \pi I_D C_1 C_2 \right)^\alpha \left( \gamma_{\text{max}} \right)^{-2\alpha}}$$

[14]

where; $k = 1 + (1 - C_2) \alpha$, $f$ is the loading frequency (Hz), and $S_f$ is the damage accumulation at failure.

Later, Safaei et al. (2014) refined the VECD model approach to better reflect the underlying VECD theory and current S-VECD asphalt mixture model proposed by Underwood et al. (2010). Their results demonstrated promising agreement between the asphalt binder and mixture fatigue performance predictions. Wang et al. (2015) incorporated an energy-based failure criterion to improve the predictive capabilities of the binder VECD model. Safaei and Castorena (2016) demonstrated the applicability of the time-temperature superposition principle to the VECD modeling of asphalt binders subjected to cyclic loading in the DSR. Safaei et al. (2016) demonstrated the applicability of Schapery’s extended elastic-viscoelastic correspondence principle, validating the applicability of S-VECD modeling to torsional binder loading. The following presents the S-VECD model developed for the LAS test based on the culmination of past efforts. As shown in Figure 8, key components of the S-VECD model for LAS tests include:

1. Material integrity (pseudostiffness)

$$C^*(S) = \frac{\tau_p}{\gamma_p^{DMR}}$$

[15]

2. Damage

$$S(t) = \sum_{i=1}^{N} \left[ \frac{DMR}{2} \left( \frac{\gamma_p}{C_{i-1}} \right)^2 \left( C^* - C_{i-1} \right) \right]^{\frac{1}{\alpha}} \left[ t_{R_i} - t_{R_{i-1}} \right]^{\frac{1}{1+\alpha}}$$

[16]

3. Failure criteria

$$G^R = a \left( N_f \right)^b$$

[17]

4. Fatigue life prediction

$$N_f = A \left( \gamma_p \right)^b$$

[18]

where; $C^*(S)$ is the pseudostiffness, $\tau_p$ is the peak stress, $DMR = \text{dynamic modulus ratio} = |G^*|_{\text{fingerprint}} / |G^*|_{\text{LVE}}$, where $|G^*|_{\text{fingerprint}}$ is determined based on the initial $|G^*|$ in the amplitude sweep and $|G^*|_{\text{LVE}}$ is the corresponding linear viscoelastic $|G^*|$ determined from the frequency sweep, and $\gamma_p$ is peak pseudostrain, $S$ is an internal state variable representing damage, $i$ is the cycle number, $t_R$ is reduced time, $a$ is a material dependent constant defined as $l/m + 1$, where $m$ is the steady-state slope of the storage modulus versus frequency curve in log space determined from the frequency sweep portion of the LAS test, $G^R$ is the average rate of pseudostrain release up to the point of failure, $a$ and $b$ are experimentally determined fitting coefficients, $N_f$ is fatigue life, and $A$ and $B$ are analytically derived parameters which are a function of Equations [15] - [18] and the linear viscoelastic properties of the binder.

The crux of the S-VECD model is the relationship between $C^*(S)$ and $S$ that has been shown to be independent of loading history and temperature, which allows the prediction of the damage response to any given loading history of interest using limited test results (Safaei et al., 2016). This also allows the use of the three LAS tests conducted with varying durations to be used in place of replicates. Agreement between the $C^*(S)$ versus $S$ curves resulting from the different tests can be used to assess repeatability. Pseudo stiffness is an indicator of material integrity,
which accounts for the viscoelasticity effects on the measured stress response. Pseudo strain is equivalent to the linear viscoelastic stress response of the binder. Equation [15] implies that \( C_n(S) \) will be one if the material is behaving in a linear viscoelastic manner and will decrease as the stress deviates from linear viscoelasticity as a result of damage. In the case of cyclic loading applied in the DSR with zero mean strain, the peak pseudo strain in a given cycle can be approximated Equation [19].

\[
y_p^R = \frac{1}{G_R} \left( y_p \cdot |G^\prime|_{LVE} (\omega_R) \right)
\]

where; \( y_p \) is the peak strain in a given cycle, and \( |G^\prime|_{LVE}(\omega_R) \) is the linear viscoelastic dynamic shear modulus at the reduced frequency (\( \omega_R \)) of testing.

Underwood (2016) presents an almost identical version of the damage evolution function, but separate damage calculation depending on whether it is being calculated for the first cycle (in which case damage is calculated by time step, \( j \)) or all other cycles (damage is calculated for cycles, \( i \)), Equation [20]. In this approach the damage is explicitly assumed to grow under both forward and reverse torsion and so the peak-to-peak values of strain and pseudo strain are adopted (\( y_p \)). The time varying nature of pseudo strain is also included through the \( B_1 \) variable, which is derived in the same way as the time varying function is derived with the S-VECD model in tensile loading (\( K_1 \) in Section 6.3.1), and is shown in Equation [21]. This time varying function is not needed in order to collapse damage behaviors or to use the model to predict the material response under sinusoidal loading (since sinusoidal loading is used for characterisation); however, it is needed to apply the resultant damage functions to other, non-sinusoidal inputs. In Equations [20] and [21] \( t'_r \) = the reduced time and \( t'_p = \text{reduced pulse time} \). These are the same as in standard linear viscoelastic reduced time, except the time is reduced for temperature, frequency, and load/strain level (Underwood, 2016).

\[
\Delta S_{j+1 or i+N} = \begin{cases} 
\left(-\frac{1}{2} (\gamma_{p,j+1})^2 \left(C_{j+1} - C_j \right) \right)^{\frac{\omega}{\omega_{\alpha}}} (t_{r,j+1} - t_{r,j}) \frac{1}{\omega_{\alpha}} & t'_r \leq t'_p \\
\left(-\frac{1}{2} (\gamma_{p,j})^2 \left(C_{j,N} - C_j \right) \right)^{\frac{\omega}{\omega_{\alpha}}} (t_{p,j}^{\text{N}} X N) \frac{1}{\omega_{\alpha}} \times B_1 & t'_r > t'_p 
\end{cases}
\]

\[
B_i = \frac{1}{(t'_{r,\text{final}} - t'_{r,\text{init}})} \int_{\varepsilon_{\text{ass}}} \left( f \left(t'_r \right) \right)^{2\alpha} dt'_r = f', \int_{\varepsilon_{\text{ass}}} \left( f \left(t'_r \right) \right)^{2\alpha} dt'_r
\]

Underwood also postulates that in the case of asphalt binder, that explicitly accounting for the nonlinear viscoelastic response is paramount to generally characterizing the damage function. The nonlinear viscoelasticity is accounted for using Schapery’s single integral non-linear function (Schapery, 1966; 1969). Underwood and Kim show how this model is capable of describing the nonlinear response of asphalt binder and mastics across multiple temperatures (Underwood and Kim, 2015). The formulation is integrated into the damage model by adjusting the pseudo strain function as shown in Equation [22].

\[
\gamma^R = \begin{cases} 
\gamma_k = \frac{h_1}{G_k} \int_0^{x_1} G(t'_{r} - \xi) \frac{d \left(h_2 \gamma \right)}{d \xi} d \xi & t'_r \leq t'_p \\
\left(\gamma^R_{p,i} \right) = \frac{h}{G_k} \left[ \left(\gamma_{p,i} \right) \right] G^\prime (\omega'_r) & t'_r > t'_p 
\end{cases}
\]

where \( h_1 \) and \( h_2 \) are the variables of the nonlinear model.

Other interpretations of nonlinear viscoelasticity also exist, but have not been integrated into damage based modeling. Rajagopalan and Srinivasa (1998; 2004) developed a NLVE model for asphalt cement by postulating that there exists a natural configuration for a body and that this configuration evolves when that body is subjected to some thermodynamic process. Narayan et al. (2012) studied the torque response of asphalt cement at different temperatures and shear rates in the parallel-plate geometry and then modelled these data with a Gibbs-potential-based thermodynamic framework (Narayan et al., 2013). Motamed et al. (2012; 2013) present an alternative view of nonlinear viscoelasticity based on stress interaction nonlinearity.
To enable performance prediction with this model, the so-called $G^p$-based failure criterion, defined in Equation [17], is necessary which allows for predicting when the fatigue failure will occur under loading conditions other than those used in model characterization testing. $G^p$ is calculated using Equation [23].

$$G^p = \frac{1}{2} \int_0^{N_f} \left( \gamma^p \right)^2 \left( 1 - C^p \right) dN$$  \hspace{1cm} [23]$$

The relationship between fatigue life ($N_f$) and $G^p$ has been shown to be loading history and temperature independent for asphalt binders (Safaei et al., 2016). The damage characteristic curve and $G^p$-based failure criterion can be combined to derive an analytical solution for the relationship between fatigue life and strain amplitude in the form of Equation [18]. Equation [18] can be used to predict fatigue life at any strain amplitude at a given temperature of interest using LAS results at a single temperature. If prediction of fatigue life at temperatures other than those used in LAS test is desired, time-temperature shift factors must be determined for the specific binder of interest using temperature – frequency sweep testing.

**Validation of the LAS Test with Binder Test Results.** The comparison between the fatigue life data measured from the time sweep tests and those predicted using the S-VECD modeling of the LAS test results are shown in Figure 9(a) for four binders (Safaei et al., 2016). These results indicate relatively good agreement between the measured and predicted fatigue life data. At conditions that correspond to long-term fatigue (i.e., low strain and high temperature), the LAS test results tend to under-predict the fatigue life somewhat. However, the rankings of the predicted fatigue life data amongst the various materials and test conditions remain in good agreement with the measured trends from the time sweep tests, indicating that the LAS test can still be used to assess the relative fatigue performance of binders under various loading and thermal conditions. It is speculated that the under-prediction is the result of the material nonlinearity that is associated with the high strain amplitudes used in the LAS test, which are neglected in the analyses for simplicity. Underwood (2016) recently presented an S-VECD model for asphalt binders and mastics subjected to torsional loading that considers nonlinear viscoelasticity. However, separating nonlinearity and damage is challenging and requires more extensive testing than the quick LAS test. Thus, given the relatively good agreement between the fatigue life data predicted by the LAS test and the measured fatigue life data, it is recommended that the LAS test protocol coupled with S-VECD modeling should still be considered as a practical and efficient tool for assessing the fatigue performance of asphalt binders.

**Validation of the LAS Test with Accelerated Loading Facility Results.** A past Federal Highway Administration Accelerated Loading Facility (FHWA-ALF) study evaluated the effect of asphalt binder on pavement fatigue performance using test lanes constructed using equivalent structures and mixture compositions with the exception of different binder types (Gibson et al., 2012). This study presents an ideal case for validating a binder test with field results. A subset of these FHWA-ALF binders was subjected to LAS testing. Resultant S-VECD models were used to predict fatigue performance based on the strain amplitudes anticipated in the FHWA-ALF field experiment. The loading conditions in the FHWA-ALF experiment along with the known wheel speed, pavement structure, temperature, and mixture dynamic modulus values were input into a layered viscoelastic model in order to determine the strain kernel at the bottom of the asphalt mixture for each lane. The maximum tensile strain values obtained from the analysis were multiplied by 80 based on recommendations of Safaei et al., (2014) and input into the S-VECD-based fatigue life prediction models derived for each binder. The binder fatigue life predictions were compared to the ALF-measured fatigue life data as shown in Figure 9(b). Results demonstrate a strong correlation between fatigue life predictions from LAS test results and measured pavement fatigue lives at the FHWA-ALF, thereby providing validation that binder LAS testing coupled with S-VECD modeling can be used effectively to predict the binder’s effect on the pavement’s fatigue performance.
3. Crack Process, Damage Growth, and Macrocracking

The FHWA Distress Identification Manual (Miller and Bellinger, 2003), recognizes seven types of cracking of asphalt concrete pavements: fatigue, block, edge, longitudinal, reflection, and transverse (also known as thermal). This work focused on fatigue cracking, which is traditionally considered load related. In most instances, fatigue cracks are generated from repeated traffic loadings in the wheel paths. A common phrase that is associated with fatigue cracking is the “damage zone.” Damage zones form where distributed microstructural damage occurs, generally in the form of microcracks (Kim, 2009). This damage zone exists ahead of a macrocrack tip. Several factors of the microcracks influence the microcrack growth and healing, including propagation, coalescence, and rebonding.

Fatigue cracks either form at the interface of the aggregate and asphalt mastic (adhesive cracks) or within the asphalt mastic (cohesive cracks). The cracking mechanism is dependent on the temperature and rate of loading. Since asphalt concrete is a viscoelastic material, it behaves in a viscous manner at high temperatures (generally greater than 60°C) and an elastic manner at low temperatures (generally around the glass transition temperature). The glass transition temperature of a mixture determines when the binder has turned into a fully elastic material, which often occurs near the low temperature binder grade (Teymourpour and Bahia, 2014). However, the majority of fatigue cracking tends to occur at intermediate temperatures, which is represented in the fatigue testing of asphalt binders in the Superpave specifications. The intermediate temperature range is approximately 22-28°C, which is significantly higher than the low temperatures, implying that the material is not elastic in behavior.

While there is still healthy debate within the asphalt concrete community about the exact mechanisms of fatigue cracking, it is generally agreed on that macrocracks do not simply form after a single event (as they do in low-temperature cracking). Instead of a single event, there is a crack process that occurs. This document explores the concept of dissipated energy, dissipated creep strain energy, energy ratio, the Viscoelastic Continuum Damage Model, and several others. In short, all of these models predict some sort of damage accumulation in a region. The primary debate in the asphalt concrete community is the amount of damage and healing that occurs, and the mechanisms behind the damage and healing. As the loading continues, this damage increases over time, and the damage eventually turns into microcracking. Once a microcrack occurs, all of the energy input into the system targets these microcracks, which eventually lead to a single macrocrack. Macrocracks are commonly defined as being visible to the naked eye. Once the macrocrack is formed, if it is not properly maintained, it can quickly cause significant damage to the roadway.

4. Structural Influence on Cracking and Pavement Fatigue Analysis Techniques

One of the most common textbooks in asphalt materials, Pavement Analysis and Design (Huang, 1993), discusses that traditional fatigue cracking is “bottom-up” cracking, where the tensile stresses and strains at the bottom of the pavement layers were the area of the damage zone. This concept has driven the design of thicker structural cross sections with strongly bonded layers, which decreases the stresses and strains at the bottom of the layers. With the
significant increase in truck traffic over the past thirty years (from approximately 1.5 billion ton-miles of freight traffic in 1985 to 2.5 billion ton-miles of freight in 2010), this continues to be an area of importance. However, more recent research has indicated that top-down fatigue cracking may be just as detrimental (Molenaar, 2007; Roque et al., 2010). Top-down fatigue cracking is caused by shearing forces between the tire and roadway, and the bending that is induced by surface tension away from the tire. As tire pressure increases, especially with innovations such as wide-based truck tires, top-down fatigue cracking warrants continued attention. There is not a consensus on which is more severe, or which mechanism is currently a great problem in the field.

Regardless of where fatigue cracks begin to form, the mode of cracking could also come into play. There are three modes of cracking: opening (Mode I), sliding in-plane (Mode II), and sliding out of plane (Mode III). A combination of these three modes is called mixed-mode cracking. The majority of fatigue cracking has only looked at opening cracks. While no sliding cracking or mixed mode cracking was found for fatigue cracking, there has been some work examining transverse (or thermal) cracking in sliding (Braham and Buttlar, 2009) and mixed-mode (Braham et al., 2010). However, it is generally considered that mixed-mode fatigue cracking is an open area of research.

In addition to structural considerations and the mode of cracking, fatigue cracking is also considered in mixture design. The development research for Superpave recommended two mixture tests by ranking ten different fatigue cracking geometries and configurations (Tangella et al., 1990). The two tests are repeated flexure and direct tension. Unfortunately, the standard mix design procedure could not require highly expensive or complicated equipment, as a large range of users perform mix designs. This balance between testing requirements for agencies and companies versus advanced characterizations of asphalt concrete prevented the implementation of either the repeated flexure or direct tension test, which has reduced the comprehension of fatigue cracking in the laboratory and how it relates to field performance.

5. Material Fatigue Assessment

5.1. Bulk

5.1.1. 4 Point Bending Test

Overview. This section details the development of the bending beam fatigue test and provides information on the strain life concepts developed. Methods, other than strain criteria of interpreting bending beam fatigue data, include the use of dissipated energy, which is discussed elsewhere in this document. The early development of bending beam fatigue tests used mechanical of relatively simple control systems that could be operated with the need for computer control. The initial fatigue development work for the four point beam used in the USA and standardized in the AASHTO and ASTM specifications was based upon work initially conducted by the University of California in Berkeley (UCB) Monismith, 1958; Monismith et al., 1961; Deacon, 1965 and Santucci and Schmidt, 1969. This work is documented in early AAPT publications and other documents as shown in Figure 10.
The device that was developed at this stage was essentially similar in all respects to that available during the beginning of the SHRP work as detailed in a summary report on fatigue test methods (Rao Tangella et al., 1990). The device as time was described as “Third-Point” loading (Monismith et al., 1971) whereas today it is typically described a 4-point bending beam fatigue. The use of the earlier wording represents that the beam is divided into three sections with loading applied at the “third” point distances from either end. Four-point loading is used to describe that four points are used to hold and load the beam – the two outer ones are held firm whereas load is applied at the two center locations. The loading in this version of the bending beam fatigue test consisted of an applied load pulse to the specimen for a specific duration after which a load was applied to return the specimen to the original position represented by the measurements on the specimen. The on specimen measurements on the device were located around a fixed target attached to the specimen at mid-height of the beam. These targets can be observed in the photographs of the apparatus dating to the mid 1960’s and ensures that no creep of the central point of the specimen is allowed (see Figure 11). It should be noted that the UCB device used specimens measuring 1.5 in. x 1.5 in x 15 in. whereas the Asphalt Institute used specimens measuring 3 in. x 3 in x 15 in. (Witczak, 1980), see Figure 12.
Figure 11. Constant stress fatigue equipment (left), after Vallerga et al., (1967) and Controlled Strain Fatigue test equipment (right), after Santucci and Schmidt (1969).

Figure 12. Asphalt Institute (left) and University of Berkley (right) fatigue four point bending beam fatigue test apparatus (after Monismith, et al., 1971 and Witczak, 1981.)

The test was further refined during the SHRP program with improvements to the data acquisition and control system and the use of sinusoidal loading. At the conclusion of the SHRP project a provisional ASSHTO standard was introduced (1994) which then became a full standard in 2003. The specification as developed contained the key wording “The loading device shall be capable of (1) providing repeated sinusoidal loading at a frequency of 5 to 10 Hz, (2) subjecting specimen to 4-point bending with free rotation and horizontal translation at all load and reaction points, (3) forcing the specimen back to its original position (i.e. zero deflection) at the end of each load pulse.”

The targets were used at the mid-specimen locations to ensure that the original position was maintained after each loading cycle. Subsequent implementation of this standard saw several pieces of equipment being marketed in
the USA and as additional equipment became available some differences in the results became apparent due to non-compliance with the requirements noted above and due to different data collection schemes being implemented. The original data collection schemes in the early 1990s involved the collection of about 10 to 25 data points to define a fatigue curve and then performing a regression analysis to fit a function form of $S= Ae^{bn}$, where $S$ is the mix stiffness, $n$ is the number of load cycles, $e$ is the natural logarithm to the base $e$, and $A$ and $b$ are regression constants. The cycles to failure, taken as 50% stiffness reduction is taken from a manipulation of this expression.

Over the 20 years since the test specification was first developed a significant upgrade in computer technology has occurred that has resulted in significantly more data collected. Furthermore ASTM published a version of a similar standard. This prompted a review of the standards to ensure that both ASTM and AASHTO methods would produce similar results. One aspect that was observed to significantly affect the results in the AASHTO method was the amount of data that was fed into the regression analysis, Figure 13. After some consideration and detailed analysis the AASTHO standard has been revised in 2014 to incorporate the same failure definition as the ASTM standard while the ASTM standard (D7460 introduced in 2008, current revision 2010) is due to be revised to change the loading to sinusoidal (from the current haversine) which will bring these two standards to a compatible definition of the test method and analysis of the test data.

In the beam tests, the calculation of the stiffness modulus from deflection measurements relies on the slender beam theory, in which deflection due to shear is ignored. Based on St. Venant’s principle, far away from the source the stress distribution will not be influenced by the form of the source. Taking the shear force distribution calculated at the middle and used this distribution as the new input at the inner supports it can be found that the shear force distributions at the inner support and at the middle of the beam are not equal unless a correction value, $\alpha$, is applied (Pronk and Huurman, 2009). In many textbooks and papers the value for $\alpha$ is taken equal to 2/3. However, based on 1-D, 2-D, and 3-D finite element calculations, this value is found to be dependent upon Poisson’s ratio and the geometry of the beam (specifically the ratio of height to length and cross-sectional area to length). With typical values it is found that a value of 0.85 is more appropriate. It has been reported that the final correction is not large but in the order of 3-5% for ASTM conditions (Pronk and Huurman, 2009).

**Strain life relationships.** The tensile strain criterion was based on work performed by Professor Pell at the University of Nottingham in conjunction with the Shell Laboratories using a rotating cantilever beam wand was first reported in 1960 (Saal and Pell, 1960). This work paralleled a similar study by Professor Carl Monismith at UCB who published similar relationships the following year (Monismith et al, 1961). The work conducted with these devices led to relationships between tensile strain or stress and number of cycles to failure (typically taken as a 50% reduction in stiffness) being defined for asphalt materials. However, early fatigue work in the 1960s (for example Pell, 1962; Monismith, 1962; Epps and Monismith, 1969) found that fatigue life was better correlated with tensile strain than stress and consequently the basic fatigue relationship was characterized as:

$$N_f = a\left(\frac{1}{\varepsilon_f}\right)^b$$  \[24\]

Often in recent publications the mix stiffness is added to this equation:
In this case three parameters \((a, b, \text{ and } c)\) are determined by recession analysis. The inclusion of stiffness was included based upon analysis of the AASHO road test conducted by as described by Kingham (1972). Witzczak (1972) made use of this analysis in the development of criteria for the Asphalt Institute which was also included in the development of their subsequent design methods (Asphalt Institute, 1982). The addition of the asphalt stiffness was also justified by work developed by Claessen, et al. (1977).

It must be emphasized that the work with the AASHO road test made use of a direct correlation with the pavement performance and the mixture stiffness. The constants used in the design methods were not developed through laboratory testing but rather through field validation. Thus the inclusion of this parameter can be also considered as a “shift factor from the laboratory curves” to adjust to the conditions to field Finn et al. (1977). Finn et al. also includes a discussion of additional shift factors that relate to cracking for a 10% and 45% cracked performance. However, more recently various researchers have developed these factors through testing an individual mixes (Way et al., 2012).

The factors developed by laboratory analysis will consider the sensitivity of the modulus to strain or stress level at which the test is being conducted but will not include the same factors that were considered in the original development of the equation with stiffness modulus by Kingham (1972) and Finn et al. (1977). Consequently, some care should be taken when reviewing analysis of data from bending beam fatigue when expressed with these equations and some consideration should be made to the actual field performance and the need for field verification as is performed with the MEPDG.

5.1.2. **Cylindrical**

Various laboratory testing methods have been developed to characterize the fatigue response of asphalt concrete (AC) mixtures. Among these laboratory tests, axial fatigue test on cylindrical specimens is a promising test method due to the constant stress state across the specimen section. Axial fatigue test results can be employed using two different approaches to assess fatigue behavior of AC. In the first approach, the stress or strain in the AC layer is related to the number of loading repetitions that causes failure. The second approach aims at measuring material fundamental stress-strain relationships to formulate rigorous constitutive models and predict the damage that can be then used as input for field performance prediction algorithms. This section overviews different uniaxial test protocols studies developed using specifically cylindrical specimens. For each test method, this section highlights the test objectives, sample preparation, specimen size and instrumentation, and test conditions. The time line of the fatigue test methods development using cylindrical specimens is shown in Figure 14. In the following section descriptions of several axial test methods are provided along with a summary of relevant information in Table 1.
Summary of Uniaxial Fatigue Test Methods

University of Nottingham. In the early 1970’s researchers at the University of Nottingham devised testing equipment to conduct axial fatigue testing (Pell and Brown, 1972, and Pell and Cooper, 1975). For this particular equipment, cylindrical specimens with 100 mm diameter and 200 mm height were subjected to a sinusoidal loading (varying axial stress). This equipment has also been used for tension-compression testing with and without confining stress. End caps were glued to the specimens to accommodate for tension which provided an effective length for the measurement of vertical deformation of 150 mm.

The Transport and Road Research Laboratory (TRRL). The Transport and Road Research Laboratory (TRRL) of the United Kingdom developed a uniaxial fatigue test method to perform tensile tests without stress reversal at a loading frequency of 25 Hz. The uniaxial fatigue tests were conducted using a loading duration of 40 milliseconds and rest periods varying from 0 to 1 second (Raithby and Sterling 1972). The testing program was used to evaluate the effect of rest period, loading shape, and loading sequence.

Pennsylvania State University (PSU). Soltani and Anderson (2005) developed a new test protocol, testing machine, and software for the uniaxial fatigue test to estimate the fatigue endurance level of asphalt concrete. The uniaxial fatigue test protocol includes three stages of continuous loading without rest period. In stages I and III, strain level which is not exceeding the endurance limit of the HMA is applied. In Stage II, a strain with a magnitude exceeding the endurance limit and consequently causing fatigue damage is applied. The effects of non-fatigue phenomena such as self-heating and self-cooling are investigated by using eighteen thermocouples for the measurement of temperature at various locations in the specimen. Figure 15 shows the test setup including test specimen, fixtures, transducers and thermocouples.

Figure 14. Overview of uniaxial fatigue test methods development.
Delft University of Technology (TU Delft). Uniaxial tension-compression test method to assess fatigue behavior of AC mixtures was developed at Delft University of Technology using a 25 kN Universal Testing Machine as shown in Figure 16 (Li, 2013). Cylindrical specimens were cored or sawn from blocks prepared with the PReSBOX compactor. The rectangular block prepared by the PReSBOX compactor has a fixed length and width of 450 mm × 150 mm. Specimens were glued to two steel plates at both ends using two-component fast curing adhesive glue. The thickness of the glue was around 3 mm. During the test, the load was applied to the top platen through the actuator.

North Carolina State University (NCSU). North Carolina State University (NCSU) has utilized a uniaxial fatigue setup since the mid 1990’s (Kim et al., 1997; Lee and Kim 1998a; 1998b). Through these initial studies and several follow-up experiments, a uniaxial fatigue test protocol (AASHTO TP 107) and analytical method has been developed (Chehab et al, 2000; Daniel and Kim, 2001; Underwood et al, 2010; AASHTO TP 107, 2014). The test method accompanies the Simplified Viscoelastic Continuum Damage Fatigue model (S-VECD), discussed at length in Section 6.3.1. However, the experiment can also be used to simply characterize the fatigue performance in a manner consistent with the other protocols listed herein.

Advanced Asphalt Technologies (AAT). Christensen and Bonaquist (2009) at Advanced Asphalt Technologies developed uniaxial fatigue test method and test software called Simplified Continuum Damage Uniaxial (SCDU) fatigue test. The reduced number of cycles concept is used to produce the damage characteristic curve which is a unique relationship for the same AC mixture at different strains and different temperatures, see Section 6.3.3.
test itself is similar to the NCSU method with the exception that strains are controlled at a constant value throughout the testing by using feedback from the on-specimen LVDTs.

Arizona State University (ASU). As part of the NCHRP 9-44A study, a uniaxial fatigue and healing test method was developed at Arizona State University. Like many of the other methods, a servo hydraulic testing machine is used to load the specimens under an on-specimen strain-control mode of loading. Figure 17 shows specimen test setup for the fatigue test. To assess healing of fatigue damage, uniaxial fatigue tests are performed continuously and with intermittent rest periods applied after each loading cycle. As with the SCDU method the machine displacements are adjusted by the computer control software so that the on-specimen strains are constant throughout loading.

![Figure 17. Uniaxial fatigue test specimen setup and gluing jig (Zeiada et al, 2016)](image)

### Table 1. Summary of Relevant Details from Various Axial Fatigue Protocols.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nottingham</td>
<td>Push-Pull and Pull-Pull</td>
<td>20, 25, 16.7</td>
<td>0 to 40, 10, 25, 40</td>
<td>100 x 200</td>
<td>75 x 225</td>
<td>225</td>
<td>≥ 1</td>
</tr>
<tr>
<td>TRRL</td>
<td>Push-Pull and Pull-Pull</td>
<td>20, 25, 16.7</td>
<td>0 to 40, 10, 25, 40</td>
<td>75 x 225</td>
<td>225</td>
<td>≥ 1</td>
<td>Stress</td>
</tr>
<tr>
<td>PSU</td>
<td>Push-Pull</td>
<td>10</td>
<td>10</td>
<td>75.5 x 120</td>
<td>75</td>
<td>3</td>
<td>On-specimen strain (one LVDT feedback)</td>
</tr>
<tr>
<td>TU Delft</td>
<td>Push-Pull</td>
<td>10</td>
<td>5, 20</td>
<td>25 to 75 x 62.5 to 178.5</td>
<td>Equal to Height</td>
<td>3</td>
<td>On-specimen strain (three LVDT feedback)</td>
</tr>
<tr>
<td>NCSU</td>
<td>Pull-Pull</td>
<td>10</td>
<td>3 to 21</td>
<td>127.5 to 132.5 x 100 to 104</td>
<td>70</td>
<td>4</td>
<td>On-specimen strain (three LVDT feedback)</td>
</tr>
<tr>
<td>AAT</td>
<td>Push-Pull</td>
<td>10</td>
<td>20</td>
<td>75 x 140 to 150</td>
<td>100</td>
<td>3</td>
<td>On-specimen strain (three LVDT feedback)</td>
</tr>
<tr>
<td>ASU</td>
<td>Push-Pull</td>
<td>10</td>
<td>4.4, 21.1, 37.8</td>
<td>75 x 150</td>
<td>100</td>
<td>3</td>
<td>On-specimen strain (three LVDT feedback)</td>
</tr>
</tbody>
</table>

a Pull-Pull = Haversine loading with positive mean force/displacement

b Push-Pull = Sinusoidal loading with zero mean force/displacement

Application to Small Sized Samples. Recently, the uniaxial fatigue test method has been adapted to smaller size specimens that can be extracted from in-service pavements. Several researchers (Kutay et al., 2009; Li and Gibson, 2013; Park et al. 2014; Diefenderfer et al., 2015) performed experimental studies on both full-size and small-scale cylindrical specimens for dynamic modulus and uniaxial tension-compression fatigue testing. In their study’s the authors used different small size test sample geometries with AC mixtures having a nominal maximum aggregate size (NMAS) ranging from 4.75 to 19.0 mm. The results concluded that the modulus measured with the small size
diameter specimens is similar to that measured on full size specimens, but they are slightly softer at high temperature and low reduced frequencies. The fatigue test data on small scale samples showed that the modulus reduction at failure and endurance limit are comparable between full size and small scale specimens. Among several tested mixtures, fatigue resistance ranking was mostly similar with full size and small size samples. However, for the dynamic modulus test, studies concluded that for 9.5 and 12.5 mm NMAS mixtures both small size diameter (38 and 50 mm) samples are showing similar results but for 19 and 25 mm NMAS AC mixtures the 50 mm diameter is a better alternative to the full scale AC samples. Figure 18 shows the small size sample setup and instrumentation for testing procedure.

Figure 18. Small size AC sample instrumentation and setup for dynamic modulus testing (Diefenderfer et al, 2015).

North Carolina State University is currently developing a small specimen geometry for AC mixture performance testing. This project is focusing on development of small size geometry samples of 38mm x 100mm height and a small prismatic geometry 25 (T) mm x 50 (W) mm x 100 (H) mm. In this study the authors are performing both uniaxial cyclic, direct tension and monotonic direct tension testing for the purpose of AC fatigue characterization. The data will be used to characterize the AC material fatigue resistance using the S-VECD formulation similar to the approach taken by Park et al. (2014). In recent years the investigation on small size AC test sample is gaining importance as it helps to test the field cored samples for the AC performance in addition it also useful in improving the AC mixture testing efficiency as small size test samples enable for the coring of multiple test samples from single gyratory sample.

Application to Fine Aggregate Matrix. The uniaxial fatigue protocol has also been adapted for application to fine aggregate matrix (FAM) specimens (Gudipudi and Underwood, 2016) to predict AC damage behavior (Figure 19). This test procedure is developed at Arizona State University and uses a smaller scale uniaxial loading equipment (Electroforce 3330 load frame with 3kN capacity). The test method borrows substantially from the NCSU method and involves actuator controlled displacement loading. Figure 8 below shows the uniaxial fatigue test setup on FAM samples.
5.1.3. **Indirect Tension Test (IDT)**

*Overview.* This section describes the Superpave Indirect Tension Test (IDT) and its current and potential applications in pavement cracking, with an emphasis herein on thermal and fatigue cracking in asphalt pavements. The IDT test includes the evaluation of mixture creep compliance and tensile strength. This test was developed under the Strategic Highway Research Program (SHRP) project A-357 at Penn State University in the early 1990’s (Roque and Buttlar, 1992; Buttlar and Roque, 1994). It was originally developed as part of a comprehensive thermal cracking testing and software simulation suite, with a secondary goal of providing a parameter for the fatigue cracking model being developed at Texas A&M University (SHRP A-357). It has subsequently been used in various testing and analysis schemes, mainly, but not exclusively in research, to study and/or control various forms of asphalt pavement cracking. Specifically, the IDT test has been used to address low-temperature cracking, single-event thermal cracking and thermal fatigue cracking (Hiltunen and Roque, 1994; Roque et al., 1995; Marasteau et al., 2012), traffic-induced fatigue cracking (Roque et al., 2002; Dinegdae and Birgisson, 2016), reflective cracking (Wagoner et al., 2006; Kim et al., 2009; Dave et al., 2010), and top-down cracking (Roque et al., 2004; Roque et al., 2010).

The IDT test can be conveniently summarized by reviewing its original development and application in the SHRP program. To calibrate both thermal and fatigue cracking models in the SHRP A-357 program, it was necessary to be able to test both gyratory-compacted specimens and field cores; hence the use of a circular indirect tension test geometry (150 mm standard, or 100 mm diameter optionally) with modest sample thickness (50 mm standard thickness and valid as low as 19 mm thickness). The original use of the indirect tension test geometry dates back to the Brazilian split tensile test used for rock and Portland cement concrete. This geometry was later adapted in the Canadian SHRP program with a horizontal surface-mounted gage and later in the SHRP program with bi-axial, surface mounted gages. The surface mounted gages were employed to increase test accuracy and to allow extraction of Poisson’s ratio in the case of the SHRP program. In conjunction with the advent of 3D finite element analysis, the test was analyzed and correction factors obtained to allow users to determine accurate measures of mixture creep compliance and Poisson’s ratio, which in turn could be used in material specifications and pavement simulation models.

The SHRP A-357 project featured the development of a mechanistic-empirical thermal cracking model named TC-MODEL. The model calculated thermal stress in a simulated asphalt pavement based on a creep compliance master curve and temperature shift factors combined with temperature profiles versus time, coefficient of thermal contraction, layer thicknesses, and a computational 2D viscoelastic stress model for the pavement. Next, the model used tensile strength and a slope parameter called ‘m-value’, which was obtained by fitting a power law function to the creep compliance master curve, along with a 2D stress intensity factor model (‘CRACKTIP model’ developed by Chang et al., 1976), a Paris-law based crack propagation model, and a statistical crack distribution model. The 2D stress intensity factor and Paris-law based crack propagation models evaluated the depth of cracking generated by a single thermal discontinuity, and the statistical crack distribution model related the depth of cracking from the single thermal crack to a probabilistic amount (feet) of thermal cracking in a given 500 ft section. In simpler terms, a mechanistic-empirical thermal cracking model was developed, which primarily used material inputs obtained from a single test, the IDT, where the ‘response’ engine or numerical scheme to estimate pavement stress versus time was driven by creep compliance, and the ‘distress’ engine or cracking model was driven by mixture tensile strength. The IDT creep and strength tests were standardized in AASHTO T-322 in the late 1990’s.

The IDT creep compliance, m-value, and tensile strength parameters have been used in numerous research and practical applications. The applications include: the NCHRP 1-37A thermal cracking prediction system used in MEPDG/Darwin ME, the improved thermal cracking model developed at the University of Illinois (ILLI-TCP Model), and the Florida top-down fatigue fracture mechanics model (HMA-FM-E (described in a later section)). The new thermal cracking model was developed in a low-temperature pooled fund study (FHWA Pooled Fund Study 776) leading to ILLI-TCP Model. This model added disk-shaped compact tension (DC(T)) test (ASTM D7313) fracture energy to the IDT tensile strength and creep compliance to improve model accuracy. Numerous field and laboratory forensic studies have included IDT creep compliance and strength evaluation to determine thermal cracking potential. Two particular research studies focusing on reflective crack control and the magnitude of asphalt binder replacement are highlighted below in the Modern Uses of IDT section. However, before delving into sample data, the following section will take a look at how the test works and how data is interpreted.
**IDT Creep Test.** The two-part IDT test provides measures of time- and temperature-dependent creep response and strength. The creep response, if kept to relatively low levels of horizontal straining, can be used in the form of creep compliance to define the linear viscoelastic properties of the asphalt material. Creep compliance is defined as time-dependent strain over stress, which is often used to evaluate the viscoelastic behavior of asphalt mixtures at low-to-intermediate temperatures, particularly under slow loading pulses such as those associated with temperature cycling. Creep compliance of asphalt mixtures is influenced by many factors, such as performance grade of virgin binder (Wagoner et al., 2006; Dave et al., 2010), presence of asphalt modifiers (Hill et al., 2012; Hill et al., 2013a; Hill et al., 2013b), asphalt binder content (Dave et al., 2010), aggregate type (Buttlar and Wang, 2016), aging conditions (Braham et al., 2009), and RAP/RAS or ABR content (Behnia et al, 2011; Hill et al., 2013a; Hill et al., 2016). Creep compliance testing in asphalt mixtures is often be conducted in the indirect tensile testing model according to AASHTO T-322, as shown in Figure 20. In this test, three replicates are generally tested using a quickly applied, step-type creep load at 0, -10, and -20°C for 1,000 seconds. In general, any test temperature can be used, but in order to stay in the linear viscoelastic range of most asphalt mixtures, test temperatures below 20°C are most widely used with the IDT test and its standard test equipment. The horizontal and vertical displacements at the center of each side of the specimen are measured with LVDT’s or strain gage based extensometers with a 0.10 μm resolution (Epsilon 3910 extensometers are shown in Figure 20). These gauges span across a 38-mm gage length when 150 mm diameter specimens are tested (standard thickness is 50 mm).

![Figure 20. Indirect tension creep compliance test.](image)

Creep compliance, \( D(t) \), for an idealized biaxial stress state condition on the surface of the specimen is obtained through Hooke’s law as follows:

\[
D(t) = \frac{\varepsilon_x}{\sigma_x - v\sigma_y}
\]

[26]

The 3D FEM correction factor developed by Buttlar and Roque (1994) to account for specimen bulding effects is given by:

\[
D(t) = \frac{\varepsilon(t) H_m(t) \times D \times t}{P \times GL \times C_{cmpf}}
\]

[27]

where; \( D(t) \) = creep compliance response at time \( t \), \( H_m(t) \) = measured horizontal deflection at time \( t \), \( GL \) = gage length (= 25.4 mm for 101.6 mm diameter, = 38.1 mm for 152.4 mm diameter), \( P \) = Creep load, \( t \) = Specimen thickness, \( D \) = Specimen diameter, \( v \) = Poisson’s ratio, and \( C_{cmpf}, C_{SX}, C_{SY} \) = Correction factors for non-dimensional creep compliance (Equations [28] through [31]); horizontal stress correction factor (Equation [32]); vertical stress correction factor (Equation [33]); and horizontal bulging factor (Equation [34]), respectively.

\[
C_{cmpf} = \frac{1.071 \times \pi \times C_{BX}}{2(C_{SX} + 3vC_{SY})}
\]

[28]
\[ C_{\text{compl}} = 0.6354 \left( \frac{X}{Y} \right)^{-1} - 0.332 \]  

with the factor restricted to the limits of \( 0.20 \leq \frac{t}{D} \leq 0.65 \).

\[ 0.20 \leq \frac{t}{D} \leq 0.65 \]

\[ \left[ 0.704 - 0.213 \frac{t}{D} \right] \leq C_{\text{compl}} \leq \left[ 1.566 - 0.195 \frac{t}{D} \right] \]

\[ C_{sx} = 0.948 - 0.1114 \left( \frac{t}{D} \right) - 0.2693(v) + 1.436 \left( \frac{t}{D} \right) (v) \]

\[ C_{sy} = 0.901 + 0.287 \left( \frac{t}{D} \right) + 0.138 (v) - 0.251 \left( \frac{t}{D} \right) (v) - 0.264 \left( \frac{t}{D} \right)^2 \]

\[ C_{bx} = 1.03 - 0.189 \left( \frac{t}{D} \right) - 0.081 (v) + 0.089 \left( \frac{t}{D} \right)^2 \]

Again, the reason for the relatively cumbersome analysis equations is to increase test accuracy, and to obtain Poisson’s ratio, which is needed for 2D and 3D pavement modeling. The value of \((X/Y)\) represents the absolute value of the ratio of measured horizontal deflection to vertical deflection, taken by averaging data points around the middle of the test duration (between 460 and 540 seconds in a 1000-second creep test). The \(X/Y\) parameter is then used to compute an idealized average (loading-time-independent) Poisson’s Ratio for the material at the given test temperature as follows:

\[ \nu = -0.10 + 1.48 \left( \frac{X}{Y} \right)^2 - 0.778 \left( \frac{t}{D} \right)^2 \left( \frac{X}{Y} \right)^2 \]

where \( 0.05 \leq \nu \leq 0.50 \).

In this analysis, a special data averaging technique, a trimmed mean, is used to provide a more stable estimate of creep compliance in light of the fact that the gage-length-to-aggregate size ratio can be small, leading to significant variability between replicate measurements for larger NMAS mixtures. If the standard of three specimen replicates is followed, each having biaxial displacement measurements on both faces, a total of 6 displacement versus time curves are obtained. The trimmed mean approach drops the high and low readings and averages the middle 4 creep curves.

The formation of a creep compliance master curve is not described in detail herein for brevity. Once creep curves at multiple temperatures are shifted horizontally in time to obtain a single ‘master’ curve, it is necessary to fit a rheological model to the resulting master curve for use in subsequent pavement simulation models, and to fit the Power law model to get at the ‘m-value’ parameter. A generalized Voight-Kelvin model is typically fit to the master creep compliance curve, and shift factors are obtained based on the amount of shifting in time needed to bring the creep compliance curves from various temperatures into alignment, using the following equations:

\[ D(\xi) = D(0) + \frac{\xi}{\eta_v} + \sum_{i=1}^{N} D_i \left( 1 - e^{-\xi/\xi_i} \right) \]

where; \( \xi = \text{reduced time, Equation } [37], t = \text{real time, } a_t = \text{temperature shift factor, } D(\xi) = \text{creep compliance at reduced time } \xi, D(\infty), D(0), D_i, \xi, \eta_v = \text{Prony series parameters.} \)

\[ \xi = \frac{t}{a_t} \]

The results of the master creep compliance curve are also fit to a Power Model defined by:

\[ D(\xi) = D_0 + D_1 \xi^m \]
The relaxation modulus function is often obtained for simplification of thermal stress calculations by numerically ‘inverting’ the creep compliance function. The relaxation modulus is represented by a Generalized Maxwell model or ‘Prony series’ relationship:

$$E(\xi) = \sum_{i=1}^{N} E_i e^{-\xi/\lambda_i}$$  \[39\]

where; \(E(\xi)\) = relaxation modulus at reduced time \(\xi\) and \(E_i\) and \(\lambda_i\) = Prony series parameters for master relaxation modulus curve (spring constants or moduli and relaxation times for the Maxwell elements). Finally, knowledge of the relaxation modulus function allows for the computation of the thermal stresses in the pavement according to the following constitutive equation:

$$\sigma(\xi) = \int_{0}^{\xi} E(\xi - \xi') \frac{d\varepsilon}{d\xi'} d\xi'$$  \[40\]

where; \(\sigma(\xi)\) = stress at reduced time \(\xi\), \(E(\xi, \xi')\) = relaxation modulus at reduced time \(\xi\), \(\varepsilon\) = strain at reduced time \(\xi\), \(\alpha\) = linear coefficient of thermal contraction, \(T(\xi)\) = pavement temperature at reduced time \(\xi\), \(T_0\) = pavement temperature when \(\sigma = 0\), \(\xi'\) = variable of integration.

**IDT Strength Test.** The IDT strength test evaluates the indirect tensile strength of the material at a rate of 12.7 mm/min. Versions of AASHTO T-322 prior to 2007 outline a procedure to estimate a so-called first failure indirect tensile strength of the mixture, \(S_i\), as follows:

$$S_i = \frac{2P_f C_n}{\pi D t}$$  \[41\]

where; \(P_f\) = failure load, \(C_n\) = correction factor as obtained from creep testing, \(t\) = specimen thickness, and \(D\) = specimen diameter. This definition of tensile strength considers the onset of crack growth which typically occurs prior to reaching the peak load capacity of the material. The post-2007 versions of AASHTO T-322 define the value of \(P_f\) as the maximum load measured during the IDT strength test.

**IDT Fracture Test.** The monotonic IDT fracture test has been proposed as a simple yet promising test method for evaluating the fatigue cracking and transverse cracking performance of asphalt mixtures. It not only can provide IDT strength data, which indicates the maximum load that asphalt mixtures can withstand, but also gives other fracture properties such as fracture energy, fracture work, and failure strain that takes into account the mixtures’ flexibility and resistance to fracture. The fracture property (fracture energy) obtained from the monotonic IDT fracture test was found to correlate well with field fatigue performance of WesTrack pavements (Wen and Kim, 2002; Wen, 2013). The IDT tests were also applied in several studies to evaluate the fracture properties of WMA, SMA, RAP and RAS mixtures for Washington State (Bower et al., 2015; Wu et al., 2015; Wu et al., 2016). Shen et al. (2016) studied the field performance of twenty-eight HMA and WMA projects and identified that material properties obtained from the IDT fracture test as promising significant determinants for field performance, which includes fracture work density at -10°C for transverse cracking (Zhang et al., 2015), and vertical failure deformation at 20°C for top-down cracking (Wu et al., 2016).

The monotonic IDT fracture test is conducted at 20°C for fatigue performance or at -10°C for thermal cracking performance. At 20°C, the constant displacement rate of 50.8 mm/min is applied until the specimen experiences fracture failure. At -10°C, the displacement rate is 2.54 mm/min. The test specimen can be either 100 mm or 150 mm in diameter. The test can be performed in two setups, with linear variable differential transformer (LVDT) (Figure 21), or without LVDT. The aid of LVDT is helpful to measure the vertical and horizontal deformation during the monotonic loading so that the corresponding strain can be determined. However, the LVDT could be damaged easily during a fracture test and additional protection to the LVDT must be provided. For example, rubber tubes can be used to wrap both ends of the LVDTs, and two blocks can be placed at each side of the test specimen to prevent over-stretching the LVDT after the specimen is fractured.
IDT fracture test without LVDT
Fracture work, defined as the area beneath the load versus vertical displacement curve, can be obtained from an IDT fracture test without the need of incorporating LVDT. It is based on the assumption that the external work done by the machine ram is ultimately dissipated by the specimen neglecting any thermal dissipation during the short period of testing. Wen (2013) evaluated the effect of machine compliance (i.e., the difference between the recorded ram movement and the displacement measured by the LVDTs) and concluded that the fracture work determined based on the ram movement and LVDTs shows no difference. Fracture work is further converted into fracture work density by dividing the fracture work by the volume of the specimen to eliminate the effect of geometry on test results.

Figure 22 shows a plot of the load versus vertical displacement from an IDT fracture test, with fracture work and vertical failure deformation illustrated. The total area can be approximated as the sum of the trapezoidal areas between each data point until the load decreases to zero. Thus, the fracture work value is calculated as shown in Equation [42].

\[
W_f = \sum_{i=0}^{N-1} \frac{1}{2}(P_{i+1} + P_i)(\delta_{i+1} - \delta_i)
\]  

where; \( W_f \) = fracture work, \( N \cdot \text{mm} \), \( P_i \) = load observed at each point, \( N \), and \( \delta \) = ram (vertical) displacement corresponding to \( P_i \), mm.

Vertical failure deformation is the critical deformation at the peak load, which can be used to characterize the flexibility of asphalt mixture under extreme loading. A higher vertical failure deformation is usually associated with a more flexible material, and less cracking potential in the field.
Figure 22. Load versus vertical displacement from IDT fracture test without LVDT mounted.

IDT fracture test with LVDT
IDT fracture test with LVDTs mounted on both sides of testing specimen allows one to obtain the strain information during the test. As shown in Figure 23, horizontal failure strain is the horizontal strain at the peak stress in the stress-strain curve, and the fracture energy is the area up to peak stress under the curve. Based on field investigation, researchers indicated that the horizontal failure strain, rather than the fracture energy, obtained from the IDT fracture test correlates with the field top-down cracking performance (Shen et al., 2016; Wu et al., 2016).

Figure 23. Horizontal stress versus horizontal strain from IDT fracture test with LVDT mounted.

Horizontal failure strain is time and loading rate dependent, which can also be expressed by Equation [43].

\[
\log \varepsilon_f = a + \frac{b}{1 + \exp(c \log \gamma_{ref}^r)}
\]

where; \( \varepsilon_f \) = horizontal failure strain, \( a, b, c, d \) = coefficients determined by nonlinear optimization, and \( \gamma_{ref}^r \) = reference loading rate.

Modern Applications of IDT. ABR, binder type, and binder content effects have been differentiated using creep compliance portion of the IDT test. Two particular projects which demonstrate these differentiation capabilities are the Illinois Tollway SMA (Buttlar and Wang, 2016) and NSF GOALI reflective crack control (Dave et al., 2010) studies. The Illinois Tollway study creep compliance results are shown in Figure 24. The Illinois Tollway employs RAP and RAS in SMA mixtures in low to high (0-40%) ABR combinations. Typically, these SMA mixtures are
used in conjunction with virgin modified asphalt cements containing styrene-butadiene-styrene (SBS) or ground tire rubber (GTR) to increase cracking resistance. The mixtures tested and shown in Figure 24 were evaluated because they were placed between 2008 and 2012 before the onset of cracking test use in design. The results demonstrate the sensitivity of the Power Law model \( m \)-value to aggregate type and ABR. High ABR coupled with Quartzite aggregate led to the lowest creep compliance, and thus largest bulk mixture stiffness, across the reduced time domain and agreed with the findings of Behnia et al. (2011) and Hill et al. (2012; 2013a).

![IDT Creep Compliance of Illinois Tollway Mixtures (\( T_{ref} = -24^\circ C \)).](image)

**Figure 24.** IDT Creep Compliance of Illinois Tollway Mixtures (\( T_{ref} = -24^\circ C \)).

The NSF.GOALI reflective crack control study completed an investigation of strain tolerant asphalt systems and their respective abilities to resist reflective cracking. Analysis was completed using laboratory testing, numerical simulations, and accelerated load testing of four different test sections (Dave et al., 2010). The materials in each of the four test sections are shown in Figure 25 and included a standard overlay mixture (PG-95 with PG64-22 asphalt binder), an interlayer mixture (RC-RI (Reflective Crack-Relief Interlayer) with a proprietary polymer-modified asphalt binder), and four transitional asphalt mixtures (2-4.75 mm NMAS mixtures (B1-475 and B2-475) and 2-9.50 mm NMAS mixtures (B1-95 and B2-95) where B1 and B2 contained 2/3 PG64-22 and 1/3 RC-RI binder and 1/3 PG64-22 and 2/3 RC-RI binder, respectively. The interconverted relaxation modulus results shown in Figure 25 demonstrate that asphalt binder grade and content affected bulk mixture response. The primary differences were evident at longer reduced times as the polymer modified and smaller NMAS mixtures with higher asphalt contents had the lowest relaxation moduli.
Finally, it should be noted that it is not always convenient for research or practitioner labs to possess creep, strength, and fracture/simple cracking performance test equipment. To address these issues, Kebede (2012) and colleagues (Behnia et al., 2013) developed a procedure to obtain creep compliance using the ASTM D7313 DC(T) equipment. In this manner, creep compliance, mixture tensile strength (from fracture energy), and fracture energy can be obtained from a single piece of test equipment. These parameters can then be used in cracking simulation models, such as the ILLI-TC thermal/thermal fatigue cracking model and the Florida fracture mechanics model.

5.1.4. Trapezoidal Test

Overview. During the trapezoidal test an isosceles trapezoidal sample of asphalt concrete is subjected to repeated sinusoidal displacement of its narrow end (25 Hz), while the wide end is rigidly attached to a metal support. The force required to apply a consistent displacement is recorded and used to identify failure of the asphalt concrete mixture. The test is repeated at multiple displacement levels and the results are used to construct the fatigue law of the mixture, which corresponds to the linear regression on a bi-logarithmic space of amplitude strain level vs. number of cycles to failure. The set-up of the test and the dimensions of the specimens are presented in Figure 26 and Table 2. The overview diagram is shown in Figure 27.

Figure 25. IDT Relaxation Modulus Converted from Creep Compliance for Dave et al. (2010) Study of Reflective Crack Relief Systems.

Figure 26. (a) Experimental set-up of the fatigue test with trapezoidal specimen, and (b) detail of the trapezoidal specimen.
Table 2. Dimensions of the test specimens.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Type of mixture*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D ≤ 14mm</td>
</tr>
<tr>
<td>B (major base)</td>
<td>56 ± 1 mm</td>
</tr>
<tr>
<td>b (minor base)</td>
<td>25 ± 1 mm</td>
</tr>
<tr>
<td>e (thickness)</td>
<td>25 ± 1 mm</td>
</tr>
<tr>
<td>h (height)</td>
<td>250 ± 1 mm</td>
</tr>
</tbody>
</table>

* D is the maximum nominal aggregate size of the asphalt mixture.

Characteristics of the test. This loading scheme, which is sometimes also referred to as “two-point bending fatigue”, is currently regulated by the European standard BS EN 12697-24:2012, “Bituminous mixtures – Test methods for hot mix asphalt. Part 24: Resistance to fatigue” (The British Standards Institution 2012). This norm describes in detail the requirements for the specimens, the characteristics of the experimental-set up, and the analysis of the associated results. The following is some of the most relevant information specified in this standard:

- **Material**: the test can be conducted on any asphalt mixture. However, the geometry of the specimen changes as a function of the maximum nominal aggregate size of the gradation of the mixture, as specified in Table 2.

- **Sample fabrication and preparation**: specimens can be obtained by sawing laboratory-manufactured slabs (thickness not less than 40 mm) as well as slabs taken from road layers or from field cores with a minimum diameter of 200 mm. After fabricating the testing specimens with the required geometry and prior to testing, the samples should be stored during 14 to 42 days at a temperature of no more than 20°C. During
this period, the specimens should be exposed to air at a relative humidity condition of less than 80% and a temperature lower than 20°C, with the objective of drying the sample. Afterwards, the specimens should be glued to the metal base with a thin gluing film. After assuring that the specimen is properly glued to the metal base (i.e. that the epoxy used has dried), the test can be initiated.

- Replicates: a minimum total of 18 specimens should be tested.
- Failure criterion: similar to other displacement-controlled fatigue tests, the conventional failure criterion for this trapezoidal fatigue test is the number of load applications when the complex stiffness modulus of the sample has diminished to half of its initial value ($N$).
- Selected strain levels: the precise values of the strain levels ($\varepsilon_i$) to be applied to the specimen are not specified in the standard. Instead, they should be selected using any of the following criteria: 1) the values are approximately regularly spaced on a logarithmic scale, or 2) there are at least three levels of deformation, with the same number of specimens (1 or 2) at each level. Additionally, it is required that at least one third of the selected deformations provide $N$ values of less than 1,000,000 cycles, and one third provides $N$ values greater than 1,000,000 cycles.
- Main results: as mentioned previously, the main result from the test is the fatigue law of the material, which correlates the applied strain to the number of cycles to failure ($N$).
- Equipment restrictions: the test requires a system able to apply a sinusoidal displacement with a fixed frequency of $25 \pm 1$ Hz. Also, a ventilated thermostatic chamber shall be used to control the temperature of the metal base of the specimens and the average temperature of the air close to the specimens. To measure the force, it is necessary to use a system with accuracy of $\pm 2\%$ for forces greater or equal than 200 N, and accuracy of $\pm 2N$ for forces less than 200 N. To measure the horizontal displacement applied at the head of the specimens, the equipment requires the use of sensors with an accuracy of at least 1.5 $\mu$m.

Calculations. The conversion from the horizontal displacement that is applied on top of the specimen ($z$) into the maximum horizontal deformation ($\varepsilon$), can be computed through the constant $K_z$ as follows:

$$\varepsilon = K_z \times z$$

where $K_z$ is defined as:

$$K_z = \frac{B^2 (B - b_r)}{4b_r \times h^2 \left[ (b_r - B)(3B - b_r) + 2B^2 \ln \left( \frac{B}{b_r} \right) \right]}$$

In Equation [45], $B$ and $b_r$ = the lengths of the major and minor bases of the trapezoidal sample, respectively, and $h$ = the height of the specimen. All dimensions are in meters, and they appear marked in Figure 26. This constant is used to calculate the desired head displacement for each specimen. As mentioned before, the final result from this test is the fatigue law of the material, or a linear regression that correlates $N$ and $\varepsilon$, in logarithmic scales. That linear regression is expressed as follows:

$$\log(N) = a + \left( \frac{1}{b} \right) \times \log(\varepsilon)$$

where; $a$ and $b$ = fitting constants, and $1/b$ = the slope of the regression curve. Equivalently, $b$ is the slope of the $\log(\varepsilon)$ vs. $\log(N)$ curve, which is the usual way to present the results. Typically, the fatigue law of the material is represented through the slope of the linear regression of $\log(\varepsilon)$ vs. $\log(N)$, or $b$, and the strain that should be applied to the material to cause failure at one million of cycles ($N = 1 \times 10^6$), or $\varepsilon_b$, which is computed as:

$$\varepsilon_b = 10^{(b-a)}$$

These two parameters are considered crucial properties in the French mechanistic-design pavement design method (LCPC, 1997), which has been also commonly used in other countries for more than 16 years. A summary of the experimental data obtained through this method at the Laboratory of Pavement Engineering at Universidad de los Andes (Bogotá, Colombia) for 80 surface mixtures with varying designs and specifications, yielded typical average values of $b$ ranging from -0.28 to -0.23, and average values of $\varepsilon_b$ around $1 \times 10^{-4}$. Specifically, Figure 28 presents the fatigue results for 3 different hot dense-graded asphalt mixtures with different gradations (named MDC-
1, MDC-2, MDC-3), which satisfy the Colombian road specifications (INVIAS, 2013).

Figure 28. Experimental results for three Colombian hot mix dense-graded materials.

Timeline of the development of the test. In 1972, alternate flexure, traction-compression and rotative flexure tests were already in use in France for fatigue testing (Chompton et al., 1972). According to these authors, at the time, there were also two fatigue flexural or bending testing methods on trapezoidal beam specimens: (1) the Shell method, and (2) the LCPC (Laboratoire Central de Points et Chaussées, currently IFFSTAR, l’Institut Français des Sciences et Technologies des Transports, de l’Aménagement et des Réseaux) method, both at strain and stress-controlled conditions. These two methods used the same principle of applying a horizontally sinusoidal load on top of a vertical cantilever trapezoidal beam of an asphalt mixture, to cause tension on its middle third. The methods used samples of similar geometry but they presented some differences in the conditions of the test (i.e. temperature, frequency range, and particular ranges of applied load or displacement). In particular, the LCPC test was performed under controlled stress or strain conditions with fixed or increasing amplitudes (‘sweeping’), and sometimes it was also conducted using resting periods to study healing processes in the asphalt material. On the other hand, the Shell method could also be conducted over larger samples taken from base layers, using a more powerful equipment. As it can be observed, the method used today has preserved some of the main characteristics of the original experimental set-ups, especially those related to the geometry of the specimen and to some features of the load application procedure.

Francken and Verstraeten (1974) conducted a study in which trapezoidal specimens were subjected to stress-controlled sinusoidal bending, to identify variables that were useful to predict the fatigue life of the material. Through these results, the authors found that the fatigue law of an asphalt mixture could be predicted based on its volumetric composition and on the asphaltene content of the bitumen.

Bonnot (1986) presented a summary of some of the mechanical tests that were being used in France at the time for characterizing the performance of asphalt mixtures. This summary included the imposed-displacement alternating bending test on trapezoidal specimens with a restrained end. The authors then noted that the strain at $1 \times 10^6$ cycles, i.e. $\varepsilon_6$, was one of the most useful parameters to control fatigue degradation in pavement design methodologies. At the same time, the authors pointed out that LCPC was moving towards shear fatigue testing instead of bending, due to the fact that the former presented less scattered results, and it considered loading types for thin surface courses and interlayers. By that time, the authors were mainly using the trapezoidal fatigue test to study healing in asphalt mixtures, and to develop fatigue damage accumulation laws.

In the context of the Strategic Highway Research Program (SHRP), Rowe (1993) tested several asphalt mixtures using the trapezoidal fatigue test. The authors performed an extensive and detailed analysis about the cumulative energy dissipated during the test to evaluate crack initiation, seeking to overcome differences related to the characteristics of the specimen and changes in temperature, and also with differences induced by the mode and frequency used for load application. Both the binder content and the viscoelastic properties of the mixture were found to be potential descriptors of fatigue performance. They also proposed and presented a physically-based method to predict failure initiation. The tests were conducted under both controlled stress and strain conditions.

It should be pointed out that, with the exception of this last study, it is generally agreed that the trapezoidal fatigue test has been more commonly used in Europe (Witczak et al., 2013) and in some countries of Latin America.
Strengths and shortcomings of the trapezoidal fatigue testing. As with any fatigue tests there are strengths and weaknesses. When compared to other fatigue procedures that use rectangular specimens, the fabrication of high quality and precise trapezoidal specimens constitutes an important challenge in this test. If overcome though the experimental set-up of the test is relatively simple, especially when compared to other fatigue tests. Also, depending on the specific experimental set-up configuration, it is usually possible to conduct several tests at the same time. The experimental set-up presented in Figure 26, for example, permits to test four replicates simultaneously (two on each side of the machine). This condition optimizes the overall testing time required to determine the fatigue law of a mixture. In the Laboratory of Pavement Engineering at Universidad de los Andes (Bogotá, Colombia), for example, there are a total of three devices as that shown in Figure 26, which permit testing 12 specimens simultaneously. As most fatigue tests, the data is somehow scattered and it is sometimes necessary to repeat some of the tests to acquire reliable data for the construction of the fatigue law. Also, as any bending-based test, the flexural load in the specimen does not generate a homogenous stress distribution within the specimen.

5.1.5. Overlay Tester

Overview. The Overlay Tester (OT) is a cyclic test originally designed by Lytton and his associate at the Texas A&M Transportation Institute (TTI). It consists of two steel plates, one fixed and the other movable horizontally to simulate the opening and closing of the cracks/joints. Since its development in late 1970s, it has been widely used in evaluating anti-reflective cracking measures, balanced mix design, and recently pavement design. The OT standard Tex-248-F is modified as a two-step test protocol, including a non-destructive step and a destructive step. In each load cycle, the specimen is subjected to a triangular shaped displacement load with a 5-second loading and 5-second unloading process. The non-destructive step includes 10 load cycles with an opening displacement of 0.05mm. The test rests for 15 minutes after the non-destructive step ends. The destructive step uses a maximum opening displacement of 0.32mm. In this step, the crack initiates from the bottom of the specimen, and then propagates to the top of the specimen. The destructive step stops when a 93% reduction of the maximum load occurs. An overarching timeline of the OT development and application history are summarized in Figure 29.

OT Development. Overall OT development can be divided into three stages: OT concept and original test machine, upgraded OT machine and standard test method, and OT-based cracking model. Brief description of each stage is provided in the following paragraphs.

Stage 1-OT concept and test machine: Lytton and his associate at TTI originally developed the OT concept and the original test machine (Germann and Lytton, 1979). The main focus was to evaluate the effectiveness of different types of anti-reflection cracking measures. The long beam specimens were often used. It was used extensively in the 1980s to study inter-layers and fabrics.

Stage 2-Upgrade OT machine and standard test method: TTI sponsored by the Texas Department of Transportation, started to evaluate the potential use of the OT as a mix design tool in 2001. After the promising results, the original OT machine was upgraded into a more practical and user friendly test system (Zhou and Scullion, 2004), and the first upgrade machine was delivered to TxDOT in 2004. The major upgrades include specimen size, specimen preparation procedure, gluing, and failure definition and determination. Zhou and Scullion (2004) also standardized the OT test procedure which was later adopted into Tex-248-F: Texas Overlay Test (TxDOT, 2009). Furthermore, both Walubitta et al. (2012) and Ma et al. (2015) made efforts to improve OT repeatability. Additionally, both Bennert and Maher (2008) and Ma et al. (2015) confirmed that OT was a simple and effective cracking test for characterizing cracking resistance of asphalt mixes.
### Timeline

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1963</td>
<td>Paris and Erdogan develop a model to describe crack growth in elastic media.</td>
</tr>
<tr>
<td>1975</td>
<td>Schapery derives theory to describe crack growth in viscoelastic media.</td>
</tr>
<tr>
<td>1979</td>
<td>Germann and Lytton develop the first version of Texas Overlay Tester with beam specimen.</td>
</tr>
<tr>
<td>1987</td>
<td>Button and Lytton utilize the Overlay Tester to evaluate effectiveness of different anti-reflective cracking measures.</td>
</tr>
<tr>
<td>2004</td>
<td>Zhou and Scullion develop OT protocol. The stress intensity factor is determined using an elastic finite element program. The fracture properties of asphalt mixtures are determined based on Paris’ law.</td>
</tr>
<tr>
<td>2005</td>
<td>Zhou et al. develop a balanced HMA mix design procedures for asphalt overlays; Zhou et al. proposed an OT-based fatigue cracking analysis including both crack initiation and propagation.</td>
</tr>
<tr>
<td>2007</td>
<td>Texas Department of Transportation publishes Tex-248-F with failure cycles used to determine cracking resistance.</td>
</tr>
<tr>
<td>2009</td>
<td>Lytton et al. develop models for predicting reflection cracking of hot-mix asphalt overlays using Schapery’s viscoelastic theory. The models are calibrated by field data.</td>
</tr>
<tr>
<td>2010</td>
<td>Walubita et al. minimize Overlay Test variability.</td>
</tr>
<tr>
<td>2012</td>
<td>Luo et al. develop the modified Paris’ law to characterize fatigue resistance of asphalt mixtures by A and n.</td>
</tr>
<tr>
<td>2013</td>
<td>Koohi et al. develop a new OT test protocol including a non-destructive step and a destructive step to determine fracture properties of asphalt mixtures based on Modified Paris’ law.</td>
</tr>
<tr>
<td>2015</td>
<td>Gu et al. improve Koohi et al.’s methodology by combining analytical and computational analysis to determine the fracture properties of lab-mixed and lab-compacted asphalt mixtures and field cores. The crack growth is determined by the data generated by the OT and no digital camera is required to capture the crack propagation.</td>
</tr>
<tr>
<td></td>
<td>Ma et al. propose a modified version of Overlay Test with smaller opening displacement and a new way to define failure cycles.</td>
</tr>
</tbody>
</table>

### Key Publications

- Paris and Erdogan 1963, J. Basic Eng.
- Schapery 1975, Int. J. of Fracture
- Germann and Lytton 1979, Rept. 207-5
- Zhou and Scullion 2005, Rept. 0-4467-2
- Zhou et al. 2007a, AAPT
- TxDOT 2009, Standard Tex-248-F.
- Lytton et al. 2010, NCHRP Rept. 669
- Walubita et al. 2012, FHWA/TX-12/0-6007-1
- Zhou et al. 2014, AAPT
- Gu et al. 2015a, Trans. Res. Record
- Gu et al. 2015b, Constr. Build. Mater.
- Ma et al. 2015, AAPT

### Figure 29. OT Test summary.

Stage 3-OT-based cracking model: Zhou et al. (2007a) developed an OT-based fatigue cracking model. It is believed that fatigue cracking is a combination of crack initiation and crack propagation process. The crack initiation is determined based on the tensile strain at the bottom of asphalt layer, and the crack propagation is determined by Paris’ Law based on fracture mechanics. The key parameters of this model are fracture properties A and n determined by OT. The OT-based fatigue cracking model has three sub-models: (1) fatigue life model (see Equations [48]-[52]), (2) fatigue damage model (see Equation [53]), and (3) fatigue area model (see Equation [54]). These models and similar cracking propagation models have been adopted by Texas mechanistic-empirical (ME) pavement designs for both new flexible pavements and asphalt overlays (Zhou et al., 2010a; 2010b).

$$N_f = k_i N_i + k_p N_p$$  [48]
\[ N_i = k_i \left( \frac{1}{n} \right)^{v_2} \]  
\[ k_i = 10^{0.97001 - 3.20145t - 0.83661 \log E} \]  
\[ k_2 = n \]  
\[ N_p = \int_{c_o}^{h} \frac{1}{k_i AK_i + k_s AK_s} dc \]  
\[ D = \sum \frac{N_i}{N_f} \]  
\[ \text{fatigued area}(\%) = \frac{100}{1 + e^{c \log D}} \]

where; 
- \( N_f \) = fatigue life, \( N_i \) = crack initiation life, \( N_p \) = crack propagation life, \( k_i, k_p, k_s, \) and \( k_t \) = calibration factors, \( \varepsilon \) = maximum tensile strain at the bottom of asphalt layer, \( E \) = dynamic modulus, \( A \) and \( n \) = fracture properties determined from OT testing, \( K_1 \) and \( K_2 \) = stress intensity factors (SIF) caused by bending and shearing stresses, \( c_o \) = initial crack length, \( h \) = asphalt layer thickness, \( D \) = accumulated fatigue damage, \( N_i \) = applied load repetitions, and \( C \) is the field calibration factor.

**OT Applications.** The OT has been applied in three areas: (1) evaluation of anti-reflection cracking measures, (2) balanced mix designs, and (3) ME pavement designs. It has been widely used and approved that OT is an effective tool to compare and evaluate the effectiveness of different anti-reflection cracking measures (Button and Epps, 1982; Pickett et al., 1983; Button and Lytton, 1987; Cleveland et al., 2003). The OT has represents a critical component of the balanced mix design system proposed by Zhou et al. (2007b; 2014). Also, TxDOT specifications were updated in 2014 to require the OT cycles on SMA, fine porous friction course (PFC), and thin overlay mixes. Furthermore, the OT-based cracking models (fatigue, reflection cracking, and thermal cracking) were adopted into the Texas ME pavement designs. Beyond Texas, the OT has been employed to design high performance mixes in New Jersey and other DOTs (Bennert et al., 2012; Bennert et al., 2014).

**Extracting Fracture Properties from Overlay Test Principles**

As mentioned above, fracture analysis with the OT is based on the Paris’ law (Paris and Erdogan, 1963), where the determined coefficients of Paris’ Law are fracture properties, which can accurately and efficiently predict the crack growth within the pavement structure under repeated loading. The OT fracture analysis combines the mechanical analysis of viscoelastic force equilibrium in the OT specimen and finite element (FE) modeling simulations. Figure 2 presents a flowchart to illustrate the process of OT analysis, which consists of five steps.

1) FE modeling of the OT to provide the horizontal strain profiles for computing the undamaged tensile properties and estimating the crack growth function in both the non-destructive and destructive steps, respectively;
2) Computing the undamaged tensile properties \( (E_1 \) and \( m) \), which are described in more detail in the following paragraphs, based on the force equilibrium with the undamaged strain inputs from the FE model;
3) Estimating the crack growth function based on the force equilibrium with the damaged strain inputs from the FE model; and
4) Analyzing the evolution of the pseudo displacement work with load cycles to obtain the pseudo displacement work growth function; and
5) Using the crack growth function and the pseudo displacement work growth function to determine \( A' \) and \( n' \).

**Finite Element Model of OT.** A two-dimensional (2D) finite element model is constructed to simulate the OT. The bottom left portion of the specimen is fully fixed and the bottom right portion can only move in the horizontal direction. A vertical seam is assigned along the center of specimen to determine the horizontal strain profile at various crack lengths. The determined horizontal strain profile is then integrated with respect the depth of specimen to obtain the integration area of the horizontal strain as it varies with crack length. Figure 30 shows the finite element models of lab compacted samples and field cores, and the corresponding horizontal strain profiles.
Determination of Undamaged Tensile Properties. The force equilibrium equation of the OT specimen is expressed as,

\[ \int_{0}^{h} \sigma(t,z)bdz = P_{VE}(t) \]  \[ \text{[55]} \]

where; \( \sigma(t,z) \) is the viscoelastic stress within the specimen as a function of time, \( t \), and depth, \( z \), \( b \) is width of the specimen; \( h \) is the thickness of the intact specimen, and \( P_{VE}(t) \) is the measured viscoelastic force as a function of \( t \). The viscoelastic stress, \( \sigma(t,z) \), calculated using the constitutive model for the one-dimensional viscoelastic response, which is expressed as,

\[ \sigma(t,z) = \int_{0}^{b} E(t-\tau) \frac{d\varepsilon(\tau,z)}{d\tau} d\tau \]  \[ \text{[56]} \]

where; \( \varepsilon(\tau,z) \) is the linear viscoelastic strain at \( z \), \( \tau \) is the time-integration variable, and \( E(t-\tau) \) is the relaxation modulus, which is approximately represented using a power model, which is shown in Equation [57].

\[ E(t-\tau) = E_{1} (t-\tau)^{-m} \]  \[ \text{[57]} \]

where \( E_{1} \) and \( m \) are undamaged tensile properties of asphalt mixtures. In the non-destructive step, the undamaged tensile properties of the asphalt mixture are calculated by Equation [58].

\[ P_{VE}(t) = \frac{bE_{1}}{\ell_{1}} (1-m) s(u_{0},c=0) \]  \[ \text{[58]} \]

where \( s(u_{0},c=0) \) is the integration area of the horizontal strain profile over the depth at the maximum opening displacement in the non-destructive step.

Estimation of Crack Growth Function. Two steps are involved to estimate the crack growth function, \( dc/dN \), including:

1) Calculating the integration area of the horizontal strain profile above the current length of the crack at each loading interval; and
2) Back-calculating the crack length corresponding to each obtained area of the horizontal strain profile.
Similar to the analysis in the non-destructive step, the measured force can be represented in terms of the undamaged tensile properties $E_1$ and $m$, loading time interval $t_1$, specimen width, $b$, and the integration area of the horizontal strain profile of the specimen $S(u_{a,c})$, which is expressed as,

$$P[(2i-1)t_1] = \frac{bE_1S(u_{a,c})}{t_1(1-m)} \sum_{n=0}^{l} (-1)^{n-1} \left\{ -\left[ (n-1)t_1 \right]^{1-m} + (nt_1)^{1-m} \right\}$$  \hspace{1cm} [59]

where $P[(2i-1)t_1] = $ measured force at the $i^{th}$ loading peak. Equation [59] and the measured $E_1$ and $m$ from the nondestructive characterization are used to determine the integration area of the horizontal strain profile $S(u_{a,c})$ at each loading interval. According to the relationship between horizontal strain integration area and crack length shown in Figure 30, the crack length for each load cycle can be back-calculated. The crack growth function is fitted by a power function shown in Equation [60].

$$c(N) = d \times N^e$$  \hspace{1cm} [60]

where $c$ and $d = $ regression parameters.

**Analysis of Change of Dissipated Pseudo Displacement Work.** The dissipated pseudo displacement work is used to quantify the crack propagation in the specimen during the destructive test. The pseudo displacement is calculated using Equation [61],

$$u^R(t) = \frac{1}{E_R} \int_0^t E(t-\tau) \frac{du(\tau)}{d\tau} d\tau$$  \hspace{1cm} [61]

where; $E_R =$ the reference modulus, $E(t-\tau) =$ relaxation modulus, $u(\tau) =$ displacement as a function of time, and $\tau =$ time-integrated variable. The enclosed area of the load-pseudo displacement hysteresis loop represents the dissipated pseudo displacement work, which is used to drive the propagation of the crack within the specimen. Equation [62] is used to calculate the dissipated pseudo displacement work by integrating the load and pseudo displacement.

$$W^R = \int_{t_i}^{t_{i+1}} P(t) \frac{du^R(t)}{dt} dt$$  \hspace{1cm} [62]

where $W^R =$ dissipated pseudo displacement work in a load cycle $[t_i,t_{i+1}]$. The evolution of the cumulative dissipated pseudo displacement work with the increasing number of load cycles is fitted by a power function, which is shown in Equation [63].

$$W^R(N) = a \times N^b$$  \hspace{1cm} [63]

**Determination of Fracture Properties of Asphalt Mixtures.** The fracture properties of asphalt mixtures are determined using the modified Paris’ law, as shown in Equation [64].

$$\frac{dc}{dN} = A'[\Delta J^R]^n$$  \hspace{1cm} [64]

where; $c =$ crack length, $N =$ number of load cycles, $\Delta J^R =$ increment of the pseudo $J$-integral within one load cycle, and $A'$ and $n' =$ Paris’ law parameters, or fracture properties. Because $\Delta J^R$ represents the work dissipated to propagate cracks in the material, it can be represented by Equation [65].

$$\Delta J^R = \frac{\partial W^R}{\partial (c.s.a)}$$  \hspace{1cm} [65]

where $c.s.a =$ total crack surface area. Equation [66] is used to calculate the $c.s.a.$

$$c.s.a(N) = d \times N^e \times w \times 2$$  \hspace{1cm} [66]
where $w = \text{width of the specimen}$. The fracture properties $A'$ and $n'$ are calculated by Equations [67] and [68], and Figure 31 presents the determined fracture properties of lab compacted asphalt mixtures and field cores using the OT fracture analysis methodology.

$$A' = \frac{(de)^{n'}}{(ab)^{2w}}$$  \[67\]

$$n' = \frac{e - 1}{b - e}$$  \[68\]

**Figure 31.** Determined fracture properties of lab compacted asphalt mixtures and field cores.

### 5.1.6. Dogbone Tester

**Overview.** Top down cracks appear to develop mostly as mode I fractures (Myers, 2000), indicating that tension is at least partially, if not predominantly responsible for the development of the cracks. There are currently several tests which are being used to measure the tensile properties of asphalt mixture in the laboratory: Superpave IDT (Roque & Buttler, 1992; Roque et al., 1997) (see Sections 5.1.3 and 6.2.2), semi-circular bend test (Li and Marasteanu, 2004; Huang & Shu, 2005) (see Section 5.2.1 and 0), hollow cylinder test (Buttlar et al., 1999; Buttlar et al., 2004), the uniaxial direct tension test (Bolzan & Huber, 1993, Kim et al., 2002) (see Sections 5.1.2 and 6.3), and others. Each of these tests offers advantages and disadvantages from the standpoint of practicality as well as their ability to provide accurate damage and fracture properties.

In Florida, it is estimated that top-down cracking accounts for more than 90% of cracking in pavements and according to Florida specifications, a friction course is required on most state roads and highways; therefore, the effect of friction course mixtures and the interface condition between the layers may play a significant role in the development of the top-down cracking. Roque et al. (2009) studied this phenomenon in order to identify the effect of open graded friction course (OGFC) mixture and interface conditions on top-down cracking performance of asphalt pavement. In so doing, they questioned the reliability of the applicability of the aforementioned methods for OGFC materials. OGFC mixtures are distinctly different to dense graded asphalt mixtures. They are designed to contain about 15-25% air voids, preferably interconnected and use relatively uniform gradations with relatively low fine aggregate and filler. Asphalt contents for this mixture are slightly higher than that of dense graded asphalt mixtures (Cooley et al., 2000). Furthermore, previous research by Varadhan (2004) had shown a region of high damage under the loading strips during Superpave IDT testing of open graded asphalt mixtures. A behavior that could be overcome by increasing specimen thickness and loading rate or decreasing temperature; however, by changing these variables, the correlation to in-service conditions could be questioned. In light of these concerns and
the researchers conceived, developed, and validated the dog-bone direct tension test (DBDT). They purport certain specific advantages of the method; the fact that the failure plane is known a priori so that failure limits can be measured directly on that plane, its potential for both laboratory gyratory compacted specimens and field cores, and finite element assisted corrections for non-uniform stress, strain, and rotation effects. Figure 32 below summarizes the key development and literature relevant to the DBDT test.

**Key Functions**

- **Corrected Face and Edge Point Stresses**
  \[ \sigma_{fe} = \frac{P}{A_c} C_{sf}, \sigma_{ce} = \frac{P}{A_c} C_{se} \]

- **Stress Correction Factors**
  \[ C_{sf} = -0.0198t - 0.0158w + 0.9697 \]
  \[ C_{se} = 0.01778t + 0.0901w + 1.0346 \]

- **Creep Compliance at Face & Edge**
  \[ D(t) = \frac{\varepsilon(t)}{\varepsilon(\infty)} \]

- **Tensile Strength**
  \[ S_t = \frac{P_{macro}}{A_c} \]

- **Fracture energy**
  \[ f_T = \int \frac{a(\varepsilon_{macro}) - a(\varepsilon_{macro})}{a(\varepsilon_{macro})} \cdot d(\varepsilon_{macro}) \cdot d(\varepsilon_{macro}) \cdot \sigma_{macro} - \sigma_{macro} \]

**Figure 32. Summary of Dog-Bone Direct Tension test development.**

The basis for the DBDT test lies in the work of Haas (1973), who articulated the need to obtain the stiffness of an asphalt mixture using a direct tension approach. The typical uniaxial tension test for asphalt mixtures uses a cylindrical specimen that is bonded to end caps of the same or slightly larger diameter (see Section 5.1.2). In theory, the uniaxial direct tension test benefits from the uniform stress and strain fields in the middle of the specimen. However, during the SHRP research project Bolzan and Huber (1993) noted some limitations:

- Stress concentration near the ends of the samples has been observed in many experiments.
- Sample failure can occur due to misalignment.
- Sample preparation requires a long time and a skilled operator/technician.
- The failure plane is presumed to occur at the center of the specimen perpendicular to the vertical axis, but in practice may occur at any location over the specimen length.
- This test has had some difficulty in obtaining repeatability

Furthermore, it might not be possible to do this test on field cores since in-service pavements may not exist in sufficiently thick layers. Thus, the motivation for DBDT lies in the lack of a test that mitigated the disadvantages of existing tests and at the same time met the following requirements:

- Should be a direct tension mode test
- The test can be performed on gyratory compacted specimens or field cores
The test can be performed on samples of various thickness (thin or thick)
• The test can be used on all mixture types (dense-graded, open-graded).

Development of Test Method. The DBDT test was developed to provide accurate tensile properties of asphalt mixture. Due to DBDT specimen geometry, stress concentrations near the ends of specimen are less critical, and the location where failure is likely to occur is maximized. The intent behind the development of this direct tension test was to provide a comparison to the more easily performed Superpave IDT test. It should therefore be viewed as a research tool, rather than a production test.

Specimen Geometry. Two dimensional finite element method (FEM) analyses were conducted to determine optimum specimen dimensions. Stress distributions at the horizontal centerline and headline of the specimen were checked to ensure that failure would occur at the center of the specimen and not near the loading heads. The stress distributions across the middle centerline should also be as uniform as possible to guarantee stress concentration over a large enough area to capture a representative portion of the mixture.

Based on the predicted stress distributions for two-inch wide specimens, a coring radius of 75 mm and a coring overlap of 50 mm resulted in centerline stresses that were reasonably uniform and considerably greater than stresses near the loading heads (headline). This final specimen geometry results in a large enough cross section for testing without sacrificing the integrity of the mixture. The stress concentration at the centerline should cause the specimen to break in this region, thereby compensating for any density gradients in gyratory compacted specimens as previously exposed by researchers (Harvey et al., 1991; Shashidhar, 1999, Chehab et al., 2000). A key to necessarily developing this test successfully is to measure the strain directly on the planes of maximum stress. Therefore, measurements are obtained in the center of the edges of the specimen as well as on the specimen faces.

Three-dimensional finite element analysis was conducted to analyze stress and strain of a 150 mm diameter specimen. Asphalt modulus was set to 2,750 MPa, varying Poisson’s ratio, the center width and thickness of the specimen. The 3-D FEM analysis indicated that corrections needed to be applied to accurately and reliably determine the properties with the proposed measurement system.

Stress Analysis and Correction. Tensile failure will initiate at the edge of the specimen and stress distributions do not depend significantly on the Poisson’s ratio. Stress correction factors were developed to adjust the stress obtained with the proposed DBDT testing system. The corrected point stresses on the face and edge can be calculated using the following equations:

\[
\sigma_{\text{face,c}} = \frac{P}{A_c} C_{\sigma f}
\]

\[
C_{\sigma f} = -0.0198t - 0.0158w + 0.9607
\]

\[
\sigma_{\text{edge,c}} = \frac{P}{A_e} C_{\sigma e}
\]

\[
C_{\sigma e} = 0.0177t + 0.0901w + 1.0346
\]

where; \(\sigma_{\text{face,c}}\) = stress on face corrected, \(\sigma_{\text{edge,c}}\) = stress on edge corrected, \(P\) = applied load (kN), \(A_c\) = area at the center of a specimen (mm\(^2\)), \(C_{\sigma f}\) = stress correction factor on face, \(C_{\sigma e}\) = stress correction factor on edge, \(t\) = thickness of a specimen (mm), and \(w\) = width at the center of a specimen (mm).

Strain Analysis and Correction. The strain values obtained from the DBDT test are based on the point-to-point displacements measured by the finite length extensometers and are better represented by the average of the strain distributions between gage points as expressed by the following equations:

\[
\varepsilon_{\text{face,avg}} = \frac{1}{GL} \int_{-L/2}^{L/2} f_1(x) dx
\]

\[
\varepsilon_{\text{edge,avg}} = \frac{1}{GL} \int_{-L/2}^{L/2} f_2(x) dx
\]
where; \( \varepsilon_{\text{faceAvg}} = \text{average strain between two gage points on face} \), \( \varepsilon_{\text{edgeAvg}} = \text{average strain between two gage points on edge} \), and \( GL = \text{gage length (mm)} \) = distance over which vertical deformations are obtained. The strain is corrected using following equations:

\[
\varepsilon_{\text{face} \_c} = \varepsilon_{\text{faceAvg}} C_{sf} \quad [75]
\]
\[
C_{sf} = -0.0028t - 0.0178w + 1.0545 \quad [76]
\]
\[
\varepsilon_{\text{edge} \_p} = \varepsilon_{\text{edgeAvg}} C_{se} \quad [77]
\]
\[
C_{se} = 0.0039t - 0.0015t^2 - 0.009w + 1.0770 \quad [78]
\]

where; \( \varepsilon_{\text{face} \_p} = \varepsilon_{\text{face} \_c} = \text{corrected vertical point strain at the center of a specimen’s face} \), \( \varepsilon_{\text{edge} \_p} = \text{corrected vertical point strain at the center of a specimen’s edge} \), \( C_{sf} = \text{strain correction factors on face} \), \( C_{se} = \text{strain correction factors on edge} \), and \( t \) and \( w \) were previously defined.

**Strain Gage Mounting.** Four extensometers are used to measure on-specimen deformations. Two of the sensors are placed at the center of the specimen’s flat faces and the other two are placed at the center of curved edges. The extensometers placed on the faces are the most appropriate for determination of resilient modulus and creep compliance. Since the edge measures deformation in the immediate vicinity of maximum tensile stress, they can detect the instant when the material fractures and are most appropriate to determine failure limits (i.e., strength, failure strain, fracture energy etc.).

**Edge Measurement Rotation and Correction.** The edge gauge points rotate when tension is applied to the specimen and the rotational effect is significant. The following equations calculate the corrected strain, where, \( \varepsilon_{\text{edge} \_d} \) = corrected strain for rotation effect on the edge, \( C_{de} \) is displacement correction factor for length of gauge = 0.81, \( \varepsilon_{\text{edgeAvg}} \) as previously defined. Therefore, a corrected point strain on the edge, Equation [80], can be obtained using a combination of Equations [76] and [79], where, \( \varepsilon_{\text{edge} \_c} = \text{corrected strain for rotation effect on the edge} \), \( \varepsilon_{\text{face} \_c} = \text{corrected strain on the face} \) and all other variables as previously defined.

\[
\varepsilon_{\text{edge} \_d} = \varepsilon_{\text{edgeAvg}} C_{de} \quad [79]
\]
\[
\varepsilon_{\text{edge} \_c} = \varepsilon_{\text{edge} \_d} C_{se} = \varepsilon_{\text{edgeAvg}} C_{se} C_{de} \quad [80]
\]
\[
\varepsilon_{\text{face} \_c} = \varepsilon_{\text{faceAvg}} C_{sf} \quad [81]
\]

**System Verification and Testing.** Preliminary tests were performed to investigate the feasibility and accuracy of the system for determining the tensile properties of asphalt mixtures and to validate the identified correction factors. In addition, the preliminary tests were used to evaluate all the sub-systems of the testing unit and determine whether there were any needs for modification. Preliminary testing of the prototype system was performed on a specimen made of Delrin, a material of known mechanical and physical properties. Published material specifications for Delrin report a modulus of 3.1 GPa (450 ksi). Verification was performed with resilient modulus, creep compliance and strength tests (Koh, 2009). With respect to cracking, the key failure properties from the DBDT test are the tensile strength and fracture energy.

**Tensile Strength.** The true tensile strength of the DBDT asphalt specimen can be calculated by determining the stress level at the edge of the specimen at the instant of failure. To accomplish this experimentally, a measurement system must be able to detect the instant when fracture occurs at the edge of the specimen. Accordingly, fracture should occur on either edge first, or on both edges simultaneously, in the DBDT testing system, since tensile stress is highest at the edges. Tensile strength of each specimen is calculated using the following equation:

\[
S_t = \frac{P_{fmax}}{A_e} C_{cr} \quad [82]
\]

Stresses and strains are calculated from the start of the load to the instant of specimen failure. When calculating stress, the initial seating load is subtracted from the applied loads to simulate a zero stress state at the beginning of the loading cycle. Failure strain is determined strain on edge at failure.
\[
\sigma(t) = \frac{P(t) - P_{\text{seating}}}{A} C_{av}
\]

\[
\varepsilon_{\text{edge,avg}} (t) = \varepsilon_{\text{avg}} (t) C_{av} C_{de}
\]

where; \(\sigma(t)\) = corrected stress during loading time \((t)\), \(P(t)\) = tensile load during loading time \((t)\), \(P_{\text{seating}}\) = initial seating load applied to specimen, and \(\varepsilon_{\text{avg}} (t)\) = corrected strain effect on the edge during loading time \((t)\).

**Fracture Energy and Tangent Modulus.** To obtain fracture energy and tangent modulus, the stress-strain curve was fitted with a third-order polynomial function forcing the function to go through the origin. The area under the curve is the fracture energy. The fitted curve was obtained from stress-strain data that does not include the seating stress, but, when calculating fracture energy, the initial seating load must be included, as is shown in Equation [85]. The variable \(\varepsilon@t=\text{fail}\) is the strain at failure.

\[
FE = \left( \int_{\varepsilon@t=\text{fail}}^{\varepsilon(t)} a_0 \varepsilon (t) + a_2 \varepsilon (t)^2 + a_3 \varepsilon (t)^3 \right) + \left( P_{\text{seating}} \varepsilon@t=\text{fail} \right)
\]

In the test protocol, three replicate specimens are tested and evaluated to obtain the tensile properties. The trimmed mean approach of eliminating the highest and lowest values is also used for analyzing this data. The tensile strength \((S)\), failure strain \((\varepsilon_{\text{failure}})\), fracture energy \((FE)\), and tangent modulus \((M_T)\) are obtained from strength test and the equations are presented below.

\[
S = \frac{\left( \sum_{n=1}^{6} S_{\text{max} - n} \right) - \text{Max}(S_{\text{max} - n}) - \text{Min}(S_{\text{max} - n})}{n-2}
\]

\[
\varepsilon_{\text{failure}} = \frac{\left( \sum_{n=1}^{6} \varepsilon_{\text{failure} - n} \right) - \text{Max}(\varepsilon_{\text{failure} - n}) - \text{Min}(\varepsilon_{\text{failure} - n})}{n-2}
\]

\[
FE = \frac{\left( \sum_{n=1}^{6} FE_n \right) - \text{Max}(FE_n) - \text{Min}(FE_n)}{n-2}
\]

\[
M_T = \frac{\left( \sum_{n=1}^{6} M_{\text{T} - n} \right) - \text{Max}(M_{\text{T} - n}) - \text{Min}(M_{\text{T} - n})}{n-2}
\]

**Comparison Testing Between the DBDT and the Superpave IDT.** Resilient modulus, creep, and strength tests were performed at multiple temperatures on dense graded and open graded asphalt mixtures with the newly developed DBDT and the existing Superpave IDT. From individual tests, on both dense-graded and OGFC asphalt mixtures, the tensile properties were successfully obtained with the DBDT, as well as with the Superpave IDT. Both tests provided reasonable and consistent test results with respect to specimen test temperature and mixture aging (Roque et al., 2009; Koh, 2009).

**5.1.7. Loaded Wheel Tester**

**Overview.** A loaded wheel tester (LWT), also called wheel tracking tester, is a device that has been widely used in the asphalt industry to evaluate the potential of asphalt mixture to rutting, fatigue cracking, and moisture susceptibility by applying moving wheel loads on asphalt mixture specimens. The LWTs commonly used across the world include the Asphalt Pavement Analyzer (APA), the Hamburg Wheel Tracking Device (HWTD), the French Rutting Tester (FRT), and the Third-Scale Model Mobile Load Simulator (MMLS3).

The APA, Figure 33(a), was modified from the Georgia Loaded Wheel Tester (GLWT) and first manufactured in 1996 by Pavement Technology, Inc. (Collins et al., 1996; Cooley et al., 2000). GLWT was developed in the mid-
1980s by a joint effort of the Georgia Department of Transportation (GDOT) and the Georgia Institute of Technology (GIT) to evaluate rutting susceptibility of asphalt mixture. In the initial APA, a loaded wheel moves on a pressurized linear hose resting on cylindrical or beam specimens and the load is transferred from the wheel through the hose to the specimens. Usually, rut depth is measured after 8,000 loading cycles to evaluate the rut potential of asphalt mixture in the field. Later, APA adopted steel wheels to apply the load and it is also used to evaluate the moisture susceptibility of asphalt mixtures (West et al., 2004).

The Hamburg wheel-tracking device (HWTD), Figure 33(b), was developed in the mid-1970s and manufactured by Helmut-Wind, Inc. of Hamburg, Germany (Aschenbrener, 1995; Cooley et al., 2000). It was initially used by the city of Hamburg to evaluate the rutting and stripping potential of asphalt mixtures (Cooley et al., 2000). HWTD tests are typically performed on two slab specimens that are 260 mm wide, 320 mm long, and 40 mm high and submerged under water. Steel wheels 47 mm wide are used and test specimens are loaded for 20,000 passes or until 20 mm of deformation occurs (Aschenbrener, 1995).

The French Rut Tester (FRT), Figure 33(c), was developed by the Laboratoire Central des Ponts et Chaussées (LCPC) of France in late 1980s to evaluate the rutting characteristics of asphalt mixtures and thus also called the LCPC wheel tracker (Aschenbrener 1994, Cooley et al. 2000). FRT tests are typically performed with a pneumatic tire for 30,000 cycles on two slab specimens that are 180 mm wide, 50 mm long, and 20 to 100 mm thick. Rut depth is expressed as a percentage of the original slab thickness (Cooley et al., 2000).

The 1/3rd scale model Mobile Load Simulator (MMLS3), Figure 33(d), was developed in the late 1990s in South Africa for asphalt mixture testing both in the laboratory and in the field. It is similar to the full-scale Texas Mobile Simulator (TxMLS), but scaled down in load and size. The pneumatic tires it uses are approximately one third the diameter of standard truck tires and the wheel load approximately one-ninth the load of a single tire on a standard single axle with dual tires. The MMLS3 device is 2.4 m long by 0.6 m wide by 1.2 m high and can test samples 1.2 m long by 240 mm wide in dry or wet conditions. In addition to rutting potential, MMLS3 can also be used to evaluate the damages caused by cracking and moisture (Cooley et al., 2000).

The LWTs have been mainly used for evaluating the resistance of asphalt mixtures to rutting and moisture damage. So far, only a few researchers used LWT to evaluate the fatigue cracking potential of asphalt mixture. Bhattacharjee et al. (2004) and Bhattacharjee (2005) used MMLS3 to characterize the fatigue performance of asphalt pavement in the laboratory. Wu (2011) and Wu et al. (2013) modified APA by attaching a LVDT to the specimen bottom and used it to characterize the fatigue behavior and to test the viscoelastic properties of asphalt mixtures. Figure 34 summarizes the development of different LWTs.
Figure 33. Four types of LWT.

Issue of LWT for Fatigue Cracking Testing. Current LWTs have some issues when they are used for asphalt fatigue testing. Take APA as an example. APA does not have enough space below a specimen to allow for deflection till specimen break. In APA fatigue testing, conductive wires are used to attach to the bottom surface of beam specimen with molten asphalt to detect fatigue cracking of an asphalt specimen (Figure 35) (Huang et al., 2016). Sometimes, the wires would not break or the break is not caused by fatigue cracking, which makes it difficult to detect cracking failure.
Modified APA for Fatigue Testing. The APA was modified by Wu (2011) and Wu et al. (2013) to successfully perform asphalt mixture fatigue testing (Figure 36). A linear variable differential transformer (LVDT) was mounted at the middle of the bottom surface of beam specimen to accurately measure the tensile strain under the moving load. The tensile stress at the midpoint of the beam bottom under a moving load can be calculated using the 2-D beam theory:

\[
\sigma_0 = \sigma_{amp} \sin^2 \left( \frac{2\pi}{T} t \right)
\]

where \(\sigma_{amp}\) = amplitude of sinusoidal stress and \(T\) = the testing period (cycle/sec.). 3-D finite element analysis was performed to determine the error caused by the simplification from 3-D to 2-D and it was found that the error is about 3%, which is acceptable in engineering applications.

![Specimens](image)

**(a)** A specimen with a LVDT  **(b)** A specimen in testing position  **(b)** A specimen after fatigue failure

**Figure 36. Modified APA for fatigue testing.**

Analysis Methods. Two methods can be used to analyze the fatigue behavior of asphalt mixtures: stiffness reduction method and dissipated energy method. In the stiffness reduction method, fatigue life is defined as the number of loading cycles when the stiffness decreases to 50% of its initial value measured at the 50th load cycle. In the dissipated energy method, a plateau value \((PV)\) is obtained from the second phase of Ratio of Dissipated Energy Change (RDEC) vs. loading cycle and can be written as follows:

\[
PV = \frac{1 - \left(1 + \frac{100}{N_{f50}} \right)^k}{100}
\]

where \(k\) = coefficient and \(N_{f50}\) = number of loading cycles determined based on the 50% stiffness reduction.

Validation of Modified APA Fatigue Testing. The modified APA fatigue testing was validated through its comparison with flexural beam fatigue test and direct tension fatigue test (Wu, 2011; Wu et al., 2013). Figure 37 shows the results of four asphalt mixtures from these three fatigue tests. The modified APA fatigue test gave the same ranking of the four mixtures in terms of fatigue life and PV as that from the other two fatigue tests, showing that the modified APA test was capable of differentiating between different asphalt mixtures in terms of their fatigue behavior.
5.2. Notch

5.2.1. Semi-Circular Beam (SC(B)) LTRC Method

Overview. The semi-circular bend (SCB) test and the resulting critical strain energy release rate, $J_c$, are based on fracture mechanics principles. An overarching timeline of development and application of the test, and key literature are summarized in Figure 38.

$\frac{dh}{dN} = mX^n$

$J_c = \left( \frac{1}{\beta} \right) \frac{dU}{da}$

Rice showed that an energetic contour path integral, the $J$ integral, was independent of the path around a crack in elastic and elasto-plastic materials.

Paris discovered the power-law relationship between the crack growth rate and the stress intensity factor in examining a number of alloys.

Chong and Kuruppu developed the semi-circular bend (SCB) test configuration to obtain the stress intensity factor and fracture toughness for rock, concrete, and ceramic materials.

Mull et al. introduced the use of SCB test in obtaining the $J_c$ parameter in place of the traditionally employed three point bend beam configuration.

Mohammad et al. verified the applicability of the $J_c$ parameter in correlating with the random cracking on field pavement sections.

The SCB test at intermediate temperature was implemented by Louisiana DOTD as a part of its balanced mixture design process.

Key Functions

Paris law

Strain energy release rate

Key Publications

- Chong and Kuruppu 1984, Int. J. of Fracture

Figure 38. Summary of the SCB fatigue evaluation method.

Figure 37. Comparison of modified APA with other fatigue tests.
As demonstrated in Figure 38, the SCB test has its root in fracture mechanics principles. The fracture mechanics approach correlates the crack driving force \((X)\) with the rate of crack propagation \((dh/dN)\) based on the Paris law (Paris and Erdogan 1963):

\[
\frac{dh}{dN} = mX^n
\]

[92]

where; \(m\) and \(n\) = regression constants, \(h\) = crack length, \(N\) = cycle number, \(X\) = crack driving force that can be the stress intensity factor for linear elastic materials or the energy release rate for elastoplastic materials. Even though the Paris law is not capable to describe the crack evolution behavior over the entire fatigue life, these regression constants or the crack driving force can be used to rank the materials’ crack resistance (Mull et al., 2005).

To represent the fracture resistance of asphalt concrete, which is essentially a nonlinear viscoelastic-plastic material, the \(J\)-integral approach (Rice 1968) has been used in place of the stress intensity factor. The critical strain energy release rate is determined by the following expression:

\[
J_c = -\left(\frac{1}{h}\right)\frac{dU}{da}
\]

[93]

where; \(J_c\) = critical strain energy release rate, \(b\) = specimen thickness, \(a\) = notch depth, and \(U\) = total strain energy up to failure, i.e., the area enclosed by the load-deflection curve up to the peak load. \(J_c\) represents the amount of strain energy that is consumed in order to form a unit area of fractured new surface in a material. Therefore, higher \(J_c\) values suggest tougher materials which have more resistance to crack initiation and propagation. Although according to Equation [93] the \(J_c\) value can be determined using only two different notch depths, having three depths would improve the accuracy in the calculation of \(J_c\) and help examine the data quality.

**Related Applications.** The SCB test at intermediate temperature and the resulting \(J_c\) parameter have been applied to evaluate the crack resistance of asphalt mixtures and their performance in pavement structures. Mull et al. (2002) validated the use of \(J_c\) as a performance indicator by evaluating a chemically modified crumb rubber (CMCR) asphalt mixture, crumb rubber modified (CRM) asphalt mixture, and a control mixture. It was found that the \(J_c\) value of the CMCR mixture was twice that of the CRM mixture, and the CRM mixture exhibited a slightly higher fracture resistance than the control mixture. These observations on materials’ fracture resistance based on the SCB test were further confirmed by examining the microstructure of the fracture surface via the scanning electron microscope. The SCB specimens used by Mull et al. were sliced from gyratory compacted cylinders. This allowed for reproducible specimens and the geometry of the SCB minimized the sagging of the specimen under its own weight during testing.

This test has been favored by many researchers due to the ease of sample preparation including cores removed from the field and the quick and simple testing procedure (Li and Marasteanu, 2010). Elseifi et al. (2012) utilized the SCB test at 25°C in the evaluation of a number of asphalt mixtures, including mixtures with a high content of reclaimed asphalt pavement (RAP), against cracking failure. Results of the experimental program were used to validate a three-dimensional finite element model, which was used to interpret and analyze the failure mechanisms in the SCB test. It was shown that the SCB test results successfully predicted the fracture performance of the evaluated mixes and were able to differentiate between them in terms of crack resistance.

By analyzing the components of asphalt binder, Cooper et al. (2015; 2016) found that the high asphaltene content in the binder, which rendered a relatively brittle mix, was well correlated with the observed low \(J_c\) values in the mixture (\(J_c < 0.5\ kJ/m^2\)). Studies have also shown that the \(J_c\) parameter is sensitive to asphalt stiffness and modifier, asphalt content, air void, and the dosing of recycled materials (Mohammad et al., 2004; Elseifi et al., 2012; Biligiri et al., 2015).

By comparing the \(J_c\) results from laboratory SCB tests with the field cracking rates, which is defined as the crack length per mile of pavement per million applications of equivalent single axle load (ESAL), Kim et al. (2012) observed that approximately 58% of the variability in the field cracking rate can be explained by the sole factor \(J_c\). Further, using the cracking index system developed by Louisiana Department of Transportation and Development (DOTD), Mohammad et al. (2016) compared the random cracking on existing pavement sections with the \(J_c\) values obtained for the corresponding field cores, and showed that the field random cracking was well correlated with the laboratory SCB results with an \(R^2\)-value of 0.73. Considering the fact that there are also many other structural and environmental factors affecting the field performance of pavement, it can be concluded that these observations demonstrated the potential of using the SCB test and the \(J_c\) parameter to assess the mixtures’ fatigue performance in field pavements.
Based on the above observations, in 2016, Louisiana DOTD implemented the use of SCB testing at intermediate temperature and the resulting critical strain energy release rate as a part of its balanced mixture design process for both wearing and binder courses on high- and low-volume roadways (LA DOTD, 2016).

Recently, Cao et al. (2016a) applied the SCB test to evaluate the fatigue resistance of mixtures from the FHWA ALF full-scale test pavements. In 2013, ten lanes were constructed using various HMA and WMA mixtures containing RAP and RAS. Accelerated fatigue loading was accomplished via a wide-base tire travelling at 4.9 m/s with a wheel load of 63.2 kN. The pavement temperature was maintained constant at 20°C during loading. The effect of RAP/RAS content, WMA technology, and use of soft binder on mixtures’ crack resistance was assessed based on the obtained $J_c$ data. As shown in Figure 39(a), mixtures’ crack resistance indicated by $J_c$ was reduced with increase in the asphalt binder replacement (ABR) ratio. In addition, the effect of 20% RAS lied in between those of 20% and 40% RAP. Use of soft binder seemed to be more compatible with RAP than with RAS, as demonstrated in Figure 39(b). Finally, implementation of WMA technologies appeared to benefit mixtures’ cracking performance, and yet the two technologies, Evotherm versus water foaming, did not present discernible differences; see Figure 39(c). It is worth mentioning that, the same mixtures were also characterized by the S-VECD approach, and the ranking of the mixtures’ fatigue resistance based on $J_c$ and S-VECD analysis were quite consistent (Cao et al. 2016b).

Admitting that like parameters from most of the other laboratory testing methods, the $J_c$ parameter obtained from SCB test is an indicator of mixture’s intrinsic resistance to cracking, and thus is only a measure of material property. The fatigue performance of asphalt pavement as a composite structure, however, depends on additional factors such as traffic, temperature, structural layout, and material properties of base and subgrade layers. As such, a mechanistic-empirical fatigue predictive equation was proposed based on the existing model in the AASHTOWare Pavement ME Design™ program. This existing model involves only mixture’s stiffness and strain responses at the bottom of asphalt layer, while not taking into account material’s crack resistance. Motivated by this observation, the following model form was proposed by introducing the $J_c$ parameter (Cao et al., 2016a):

$$N_f = \frac{k_{f,1-3} CC_{H} \beta_{f,1}}{\varepsilon_t} \left( \frac{1}{[E^*]} \right)^{\beta_{f,1}} \left( J_c \right)^{\beta_{f,1}}$$

where; $N_f$ = allowable number of load repetitions to fatigue cracking, $\varepsilon_t$ = tensile strain at the bottom of asphalt layers beneath the wheel, $[E^*]$ = dynamic modulus of asphalt mixture, $C_H$ = thickness correction term, $J_c$ = critical strain energy release rate, $k_{f,1-3}$ = global field calibration coefficients, and $\beta_{f,1}$ = local calibration factors (set to 1.0). The above $J_c$-based fatigue model was then calibrated using the measured ALF fatigue data. As shown in Figure 40, the proposed model form was able to provide a reasonable correlation with the fatigue performance of field pavements.
5.2.2. Semi-Circular Beam (SC(B)) I-FIT Method

With the introduction a few years ago of a rutting performance test for AC acceptance, cracking of AC pavements is now driving the Illinois Department of Transportation’s (IDOT) rehabilitation cycle. With existing pavement structures continuing to deteriorate and the occasional cold spikes in winter temperatures (~27°C in January 2014), fatigue, reflective, and thermal cracking resistance of AC are of paramount concern. Changing the material sources, especially stemming from the desire to be more sustainable, could increase the uncertainty in the value of historical performance, thereby hindering the accurate estimation of future pavement life cycles. Therefore, a distinct need existed for a comprehensive study to assess the impact of high RAP and/or RAS contents on critical AC performance criteria, such as thermal and fatigue cracking. In addition, a practical test suite and proven procedures
are needed for screening AC prepared with increased amounts of RAP and/or RAS to ensure that performance expectations are met.

The Illinois Center for Transportation (ICT) and IDOT partnered in a series of research projects beginning in 2012 with a specific objective of identifying, developing, and evaluating protocols, procedures, and specifications for testing engineering properties of AC mixtures with varying amounts of asphalt binder replacement (up to 60%) using RAP and RAS, as well as a number of other AC mixtures with various field performance and mixture volumetrics. One of the major outcomes of this study was development of the Illinois Flexibility Index Test (I-FIT) method and protocol that can rank AC mixtures based on their cracking resistance (Al-Qadi et al., 2015). The overview of this method is summarized in Figure 41.

**Development of the Illinois Flexibility Index Test (I-FIT) Protocol.** The semi-circular bending (SCB) fracture testing protocol was developed to evaluate an asphalt mixture’s overall resistance to cracking-related damage (Al-Qadi et al., 2015; Ozer et al., 2016a). The test was intended to be used at the mix design and production levels. In addition to the availability of off-the-shelf equipment, the following four criteria – along with simplicity, repeatability, efficiency, and cost effectiveness – were considered when selecting the test method: (1) a statistically significant and meaningful spread in test outcome, representing a mix’s cracking resistance; (2) repeatability, practicality, low cost, and easy implementation by technicians; (3) correlation to other independent test methods and engineering intuition; and (4) correlation to field performance.

**Test Method Description.** The I-FIT protocol, also known as Illinois SCB (IL-SCB), is conducted at an intermediate temperature (25°C) using a custom-designed SCB fixture placed in a servo-hydraulic or pneumatic AC testing machine (AASHTO TP124). The test was conducted using load-line displacement control at a displacement rate of 50 mm/min (Al-Qadi et al., 2015; Ozer et al., 2016a; 2016b). The main outcome of the test procedure is a parameter called the flexibility index (FI), along with fracture energy. Figure 42 shows a typical SCB specimen during the fracture and specimen geometry.
According to the work-of-fracture method (Hillerborg, 1985; Bazant, 1996), fracture energy is the area under the load-displacement curve until the specimen is broken. The area corresponds to the work done by load \( P \) on the load-point deflection \( u \). Assuming that all of the work of load \( P \) is dissipated by crack formation and propagation, this work would correspond to fracture energy. The method determines fracture energy, or more accurately, apparent fracture energy, because not all energy may be dissipated at the crack tip, as follows:

\[
G_{\mu_0} = \frac{1}{b(D-a)} \left[ \int_0^{u_o} P_1(u) \, du + \int_{u_o}^{u_{\text{final}}} P_2(u) \, du \right]
\]

where; \( P_1(u) \) and \( P_2(u) \) = fitting equations before and after the peak, respectively; \( u_o \) = displacement at the peak; and \( u_{\text{final}} \) = final displacement that can be selected as the displacement at a cut-off load value where the test is considered at an end (usually taken as 0.1 kN). If desired, the load-displacement curve can also be extrapolated to calculate the remaining area under the tail part of the curve, which is generally less than 5% of the total area. The load-displacement curves for four mixes with varying degrees of recycled content (L3 to L6) are shown in Figure 43.

**Figure 43.** Typical load-displacement curves for AC mixes with varying ABR (L3 and L4: control; L5 and L6: 30% ABR) and corresponding fracture energy calculated at cut-off displacement (short) and extrapolated (long) from the I-FIT tests (Ozer et al., 2016a).

**Flexibility Index Calculation.** The flexibility index (FI) was introduced to capture the cracking resistance of AC mixes in a more robust and consistent way. Derived from the load-displacement curves obtained from the I-FIT
method with parameters of fracture energy and slope at the post-peak inflection point, the $FI$ describes the fundamental fracture processes consistent with the size of the crack tip process zone. It was shown that the $FI$ can capture the effects caused by various changes in the materials and volumetric design of AC mixes (Al-Qadi et al., 2015; Ozer et al., 2016a; 2016b). Plant-produced, laboratory-produced, and field core specimens were used in validating the potential of the IL-SCB test and the $FI$ to predict cracking resistance in mixes. The effects of increasing the RAP and RAS content were shown, with a reduction in the $FI$ indicating a more brittle behavior. The $FI$ values varied from 15 to 1 for the best- and poorest-performing laboratory-produced AC mixtures, respectively. A typical load-displacement curve obtained from the SCB test is shown in Figure 44 with the parameters calculated from the test.

$$FI = \frac{G_f}{\left| m \right|} \times A$$  \[96\]

where; $\left| m \right| =$ absolute value of the post-peak slope at the inflection point (reported as kN/mm); $G_f =$ fracture energy reported in Joules/m$^2$ and represents the area under the load-displacement curve normalized by fractured area; and coefficient $A =$ unit conversion factor and scaling coefficient (taken as 0.01 as the default).

**Evaluation of Mixes with Varying Asphalt Binder Replacement.** The effect of varying degrees of asphalt binder replacement (ABR) was assessed using the I-FIT protocol and $FI$. Various mixes were developed from a parent control mix design with the addition of RAP and RAS increasing up to 60%. The objective was to evaluate the flexibility of the AC mixes with increasing ABR with RAP and RAS together or RAS only, as well as to determine the effectiveness of binder grade bumping to compensate for the presence of recycled stiff binder. An N90 surface course dense-grade AC mix design was developed. The $FI$ values and fracture energy are shown in Figure 45 for the AC mixes. The values were normalized with respect to the control AC mix with PG 70-22. The overall pattern with the $FI$ was a consistent reduction with increasing ABR. The reduction was much more pronounced when it was compared with fracture energy values obtained at the same temperature.
**Field Performance Validation.** The accelerated test sections built in the Federal Highway Administration’s (FHWA) Accelerated Loading Facility (ALF) were used to correlate with the results obtained from the I-FIT. Mixes used in the study contained various levels of RAP and RAS (up to 40% ABR), along with different binder grades commonly used to compensate for the presence of aged and stiff recycled binder. The test sections provided a unique opportunity to compare the performance of AC mixture tests because the accelerated test sections were intended to have identical pavement structures. ALF performance was grouped into three major categories (good, intermediate, and poor) for a distinct number of load repetitions to a threshold of fatigue cracking. The control AC mix with no recycled content (Lane 1) and AC mixes with low levels of RAP (Lanes 6 and 9) were among the good-performing group, whereas mixes with RAS (Lanes 3 and 7) and the highest recycled binder ratio without binder grade bumping to a softer grade (Lane 5) were in the poor-performing group. The I-FIT results with fracture energy and FI were evaluated, and the summary of FI results is shown in Figure 46. A clear reduction in flexibility of mixes with increasing recycled material content and presence of RAS was observed. A very good correlation exists between the number of cycles to failure during ALF experiments and the laboratory test FI values.
5.2.3. Disk Compact Tension (DC(T))

Overview. The disk-shaped compact tension, DC(T), test has become a standardized fracture test for cylindrical asphalt concrete specimens that have been either fabricated in the lab or obtained from cores in the field. Originally based on ASTM E399 “Standard Test Method for Linear-Elastic Plane-Strain Fracture Toughness of Metallic Materials”, the DC(T) test was modified for use on asphalt concrete materials, providing an alternative to the standard rectangular-shaped geometry that had been previously used (Wagoner et al., 2005b). This test, which follows the procedure specified by ASTM D7313, can be used to determine fracture characteristics for different types of cracking in asphalt pavements, such as thermal, reflective, and block cracking. A summary of the timeline of the DC(T) test as it pertains to asphalt concrete, the key functions, and publications are presented in Figure 47.
By loading the single-edge notched disc specimen in tension, two fundamental material properties can be obtained from this test, as shown in Figure 74. These include 1) the fracture toughness, $K_{IC}$,

$$K_{IC} = \left( \frac{P_{MAX}}{BW^{1/2}} \right) f \left( \frac{a}{W} \right)$$

[97]

and 2) the fracture energy, $G_f$,

$$G_f = \frac{AREA}{B(W - a)}$$

[98]

which are based on the applied load and the crack mouth opening displacement (CMOD) data that is smoothed and fit to a linear regression of the form,

$$CMOD = a_1 \times Time$$

[99]

where; $P_{MAX} =$ the maximum applied load, $B =$ specimen thickness, $W =$ specimen width, $f(a/W) =$ geometry function based on crack size to specimen width ratio, $AREA =$ area under load-CMOD curve, $W-a =$ initial ligament length, $a_1 =$ slope of the regression line, and $t =$ test time.

**Test Development.** The DC(T) test was first applied to asphalt concrete by Lee et al. (1999), investigating the effects of different types and quantities of recycled asphalt pavement (RAP) in the mixture on the fracture toughness. In this research, brittle fracture occurred during testing performed at $0^\circ$C and the different levels of RAP had no significant effect; however, fracture toughness was shown to increase with an increase of RAP for tests performed at $22^\circ$C. At
this point, the geometry and procedure outlined by ASTM E399 were applied to asphalt concrete. It was not until six
years later when Wagoner et al. (2005a) suggested modifications to the testing geometry that the test was evaluated
for specific application to asphalt concrete.

In response to the need for a practical fracture test for asphalt concrete that has the capability of testing
cylindrical specimens, Wagoner et al. (2005b) presented the DC(T) test as a viable option and illustrated how to
obtain fracture properties from field cores of asphalt concrete following dynamic modulus and creep compliance
tests by performing the DC(T) test on the same specimens. The DC(T) test configuration, as shown in Figure 48,
was selected because it allows for the testing of cylindrical samples, similar to the SC(B) test; however, the DC(T)
maximizes the potential fracture area, reducing the statistical variability of the fracture energy obtained from the test
(Wagoner et al., 2005a).

![Figure 48. DC(T) specimen and dimensions (ASTM D7313 2013).]

During the initial application of the DC(T) to asphalt concrete materials, localized failure was seen at the loading
holes (Wagoner et al., 2005a). However, after multiple iterations of laboratory testing, a geometry was developed
that maximized ligament length but minimized specimen rupture at the loading holes. Table 3 displays these newly
developed dimensions compared to those originally prescribed by ASTM E399.

<table>
<thead>
<tr>
<th>Table 3. Comparison of DC(T) specimen dimensions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions in mm</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>D</td>
</tr>
<tr>
<td>W</td>
</tr>
<tr>
<td>B_{max}</td>
</tr>
<tr>
<td>C</td>
</tr>
<tr>
<td>ϕ</td>
</tr>
<tr>
<td>d</td>
</tr>
<tr>
<td>a_{max}</td>
</tr>
</tbody>
</table>

Three different temperatures, including -20°C, -10°C, and 0°C, and four different loading rates of 10, 5, 1, and
0.1 mm/min were investigated for use by the DC(T) on asphalt concrete. Computing fracture energy as the area
under the load-CMOD curve, Wagoner et al. found that temperature and fracture energy were directly proportional, whereas loading rate and fracture energy were inversely related. The variation seen in these fracture energy computations were comparable to those for the SE(B) and SC(B) tests, indicating that the DC(T) test is a reliable option for obtaining fracture properties of asphalt concrete (Wagoner et al., 2005a). To further evaluate the reliability of the DC(T) for use on asphalt concrete four different mixtures were evaluated to observe the effects of different binders, gradations, and sample thicknesses on fracture properties. The mixtures with the softer binders yielded higher fracture energies, with the polymer modified binder mixture having the highest fracture energy. Fracture energy was also shown to increase as the specimen thickness increased (Wagoner et al., 2005b).

Two years later, in 2007, ASTM developed a specification for the determination of fracture energy of asphalt concrete mixtures using the DC(T) geometry based upon the recommendations and findings of Wagoner et al. (2013). Figure 48 above displays an image of the standardized testing configuration, with the clip gage and gage point placement along with the loading attachments. Sample fabrication requires both sawing and coring: Initially a water-cooled masonry saw is used to create a flat face. Then using a template, the locations of the loading holes are to be marked and drilled with a water-cooled drilling device. Finally, a smaller masonry table saw should be used to create the flattened face where the CMOD gage is placed and to make the notch (Marasteanu et al., 2007). According to the specification, ASTM D7313, it is suggested that the test be performed at 10°C greater than the lower temperature performance grade of the binder and with a constant CMOD rate of 0.017 mm/s (2013).

In the phase 2 report for the Investigation of Low Temperature Cracking in Asphalt Pavements National Pooled Fund Study, the DC(T) was recommended as the test method that should be used for fracture testing of asphalt mixtures, rather than the SC(B) test, due the existence of an ASTM standard and its history of acceptance for many years and for other materials as a reliable evaluation of fracture toughness (Marasteanu et al., 2012). Low temperature cracking criteria were also developed based upon fracture energy obtained using the DC(T) test and presented in this report. These recommendations are presented below in Table 4.

| Table 4. Recommended low-temperature cracking criteria based on DC(T) fracture energy. |
|---------------------------------|-----------------|-----------------|-----------------|
| Low-Temperature Cracking Criteria | Project Criticality/Traffic Level | High >30M ESALS | Moderate 10-30M ESALS | Low <10M ESALS |
| Fracture Energy, minimum (J/m^2), PGLT+10°C | 690 | 460 | 400 |

Related Testing Efforts and Applications. After the standardization of the procedure, further applications have been found and explored for the use of the DC(T) geometry on asphalt concrete. In 2010, Behnia et al. investigated the effects of RAP on the low temperature fracture characteristics of asphalt concrete by determining the fracture energy using the DC(T) test. This research indicated that adequate cracking resistance is possible in mixtures with 30% RAP if they are designed properly using an adjusted, softer virgin binder. It also demonstrated that the DC(T) test could be used for the design and cracking control of RAP mixtures (Behnia et al., 2010).

Another application for the DC(T) test was investigated by Ahmed et al. (2012), considering the use of an optimized compact tension test for the fracture characterization of asphalt thin bonded overlays. This research acknowledged the need for a fracture test or modification of a fracture test that could consider thin bonded asphalt concrete overlay systems, which prove to have significant material property gradients throughout the thickness. Using ASTM E399, upon which the DC(T) test is based, and ASTM D7313, an optimized compact tension, C(T), test geometry and procedure were proposed for use on field cores and laboratory fabricated samples. This research concluded that the proposed C(T) test was capable of identifying fracture energy variation across a wide range of pavement systems with low variability, making it a viable option for fracture testing of these graded pavement systems (Ahmed et al., 2012).

5.2.4. Single Edge Notched Beam (SENB)

Overview. The Single Edge Notched Beam, or SENB, is one of the less frequently used geometries to quantify cracking of asphalt materials with a notch. The main reason for the lower usage is the geometry of the specimen. Beams are not commonly fabricated in the laboratory (compared to cylindrical specimens), as they can’t be formed in a Superpave Gyratory Compactor. In addition, beams are more difficult to extract from the field as they generally require a trench for extraction. However, beam geometry that has been tested in the lab has the advantage of having a very large ligament area, reducing the heterogeneous influence of asphalt materials on test results. The
development of using the SENB as a geometry is shown in Figure 49 and described briefly in the following pages.

**Timeline**

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1971</td>
<td>Majidzadeh develops a fatigue crack growth law based on a Single Edged Notch Beam (SE(B)) samples that are 25 x 25 x 305 mm and 50 x 75 x 356 mm at -5, +5, and +25°C.</td>
</tr>
<tr>
<td>1997</td>
<td>Mobasher et al. utilizes the strain energy release rate as a function of load and crack length on SE(B) samples that are 89 x 89 x 406 mm at -1 and -7°C.</td>
</tr>
<tr>
<td>2005</td>
<td>Bhurke et al. utilize the J-Contour integral fracture toughness with beams that are 50.8 x 50.8 x 203.2 mm at -10°C.</td>
</tr>
<tr>
<td>2010</td>
<td>Wagoner et al. apply fracture energy to beams that are 75 x 125 x 376 mm at -20, -10, and 0°C.</td>
</tr>
</tbody>
</table>

**Key Functions**

- **Fatigue crack growth law**
  \[ N_f = \int_{c_0}^{c_f} \frac{1}{A \times K^n} \, dc \]  

- **Strain energy release rate**
  \[ G(a) = \frac{P^2}{2t} \frac{\partial \delta}{\partial a} + \frac{P \delta}{t} \frac{\partial \delta}{\partial a} \]

- **Fracture toughness**
  \[ K_{IC} = 1.1378 \sigma_y \sqrt{a} \]

- **Critical J-integral**
  \[ J_I = -\frac{1}{b} \left( \frac{\partial U}{\partial a} \right) \]

- **Fracture energy**
  \[ W = \int_{A}^{B} P \, da \]

**Key Publications**

- Majidzadeh et al. 1971, J. of the AAPT.
- Braham et al. 2010, RMPD

**Figure 49. Summary of Single Edge Notch Beam (SENB).**

**Fatigue crack growth law.** Majidzadeh et al. (1971) performed the first significant fracture work with the SENB configuration. Using simply-supported beam tests and beam on an elastic foundation, a cyclic loading was applied. Crack length was measured using the compliance method, which utilized the inverse of the slope on the load/deflection diagram. Using both the started flaw length \( c_0 \), the final crack length \( c_f \), and the geometry of the beam, the fatigue life \( N_f \) was shown to be a function of \( A \) and \( n \) (material constants from Paris’ Law) and the stress intensity factor \( K \). This fatigue crack growth law is shown in Equation [100]:

\[ N_f = \int_{c_0}^{c_f} \frac{1}{A \times K^n} \, dc \]  

Some key findings included the fact that creep was more influence on the simply supported beams versus the beams on an elastic foundation. This highlights a potential disadvantage of the geometry (50 x 75 x 356 mm) because of the high self-weight. Another finding of the research was the identification that at the lower testing temperatures (-5°C) the cracking is governed by the critical stress intensity factor, whereas at the higher testing temperatures (+25°C) the critical crack depth approaches the specimen thickness and the theories of elasticity no longer apply. Most importantly, this research established the potential of using this geometry for future testing. Ramsamojo (1991) continued work utilizing the fatigue crack growth law, using an equation similar to Equation [100], but incorporating a normalized stress intensity factor, the tensile strength, and the creep compliance, to make the concept applicable to viscoelastic materials.

**Strain energy release rate.** Mobasher et al. (1997) utilized an energy approach to quantify fatigue cracking. By using the load \( P \), compliance \( C \), thickness \( t \), and crack length \( a \), the energy release rate due to the incremental crack growth can be shown in Equation [101].
Mobasher et al. was able to differentiate energy values between -1 and -7°C on samples that were 89 x 89 x 406 mm in size. In addition, variation in energy values was found when changing asphalt content and when including asphalt rubber into the asphalt mixture.

Fracture toughness. Kim and El Hussein (1997) performed monotonic tests on the SENB configuration at -5, -10, -20, -25, and -30°C in order to quantify the fracture toughness ($K_{IC}$) of the material, as seen in Equation [102]:

$$K_{IC} = 1.1378\sigma_n a_c f(\alpha_c)$$  \[102\]

where; $\sigma_n$ = the stress on the beam, a function of the load and geometry, $a_c$ = effective crack length, and $\alpha_c$ = effective crack length to beam height ratio.

While this study did utilize the SENB configuration, it marks the deviation away from fatigue cracking, and toward monotonic cracking, which is more generally used in low-temperature or reflective cracking. This is demonstrated through additional research, where Bhurke et al. (1997) used the J-Contour integral fracture toughness, Hossain et al. (1999) used peak load and fracture energy, Marasteanu et al. (2002) used fracture toughness, Wagoner et al. (2005) used the fracture energy for Mode I failure, Kim et al. (2009) used discrete element modeling to simulate the SENB at low temperatures, and Braham et al. (2010) used the fracture energy for mixed-mode failure. The geometry recommended for use with the SENB test by Wagoner et al. (2005) and utilized by Braham et al. (2010) is shown in Figure 50.

![Figure 50. Single Edge Notch Beam (SENB) testing configuration (Braham).](image)

5.2.5. Double Edge Notched Prism (DENP)

One of the major tasks of NCHRP 9-19 project, Superpave Support and Performance Models Management, was to develop a cracking model that would be included in the overall material characterization scheme developed during the project. The behavior of asphalt concrete in tension was of primary concern to the prediction of cracking related distress. It was envisioned that the accurate simulation of cracking in asphalt concrete would require information from both continuum damage mechanics and fracture mechanics. Therefore, an experimental and analytical study was performed on a single asphalt mixture using both the continuum damage and fracture mechanics approaches. This section briefly summarizes the research efforts into the evaluation of crack formation and propagation in double edge notched asphalt concrete specimens. Figure 51 provides an overview of the development efforts, key publications, and key functions with the Double Edge Notched Prism (DENP) methodology.
Overview. Observations of crack initiation and propagation in asphalt concrete at low and moderate temperatures indicate that micro cracks ahead of the crack tip are growing and coalescing to form a macro crack that advances into the next weak (micro damage) zones. This behavior can be simulated using nonlinear models with an appropriate constitutive law for the damaged material in the Fracture Process Zone (FPZ). This section starts with concepts of the cohesive crack model, a nonlinear fracture model appropriate for quasi-brittle materials, such as concrete, asphalt concrete, ceramic, etc.

Experiment. Seo et al. (2003) used three specimen sizes (40, 80, and 120 mm) with double symmetric notches (3.5 × 7 mm) to model the development of fatigue cracking in asphalt concrete. Each specimen was cyclically loaded from a zero to a full tensile load at 2 Hz loading frequency with the selected stress levels being 50, 65, and 80% of the tensile strength. Fatigue cracks were monitored using a digital camera aimed at the front side of the test specimen. Then, the incremental increase of crack lengths was visually measured from the digital photographs taken at the tensile peak loads for every cycle to capture the moment the crack opening occurred

The concept of reduced crack growth rate is introduced to investigate whether crack growth rate prediction can be made from one temperature to another (i.e., crack growth rate master curve). Based on the time-temperature superposition principle, time, \( t \), is divided by the shift factors determined from the complex modulus tests to obtain the reduced time, \( \xi \), at the reference temperature of 25°C. The reduced crack growth rate, \( \dot{a}_\xi \), is then determined by using this reduced time in the crack growth rate calculation:

\[
\dot{a}_\xi = \frac{da}{d\xi} = \frac{da}{dt} \times a_T \tag{103}
\]

with

\[
\frac{da}{dt} = \frac{1}{f} \frac{da}{dN} \tag{104}
\]

where \( f \) = loading frequency.
Analysis: Cohesive Crack Model. The cohesive crack model (CCM) is a simple model that can describe in full a nonlinear fracture process at the front of a pre-existing crack. Dugdale (1960) and Barenblatt (1962) introduced this model to account for a relatively large plastic yield zone ahead of a crack tip. Hillerborg et al. (1976) extended this model to concrete fracture and described a fairly large FPZ. The CCM represents the FPZ by employing a cohesive force (i.e., crack-closing stresses) at the near crack tip. It has also been applied to asphalt concrete materials to simulate crack initiation and propagation in asphalt concrete pavements (Jenq et al., 1991).

The basic hypotheses of the CCM are as follows:

- A crack is assumed to form at a point when the maximum principal stress at that point reaches the tensile strength. The crack forms perpendicular to the maximum principal stress direction (i.e., crack initiation and propagation criteria).
- The properties of the materials outside the process zone are governed by the undamaged state.
- The stress transferred between the faces of the crack is described by a post-peak function (i.e., softening function). In the case of the opening mode, the function is:

$$\sigma = f(w)$$

[105]

where $\sigma = \text{tensile stress}$ and $w = \text{crack opening displacement (i.e., the distance between the crack faces)}$.

Analysis: Post-peak Function (softening curve). In a constant rate-of-displacement uniaxial tension test, the ability of the material to carry load decreases as deformation continues beyond the maximum loading-carry capacity. The shape of this softening curve for a given material is considered to be one of main components of the CCM. Although each material has its unique softening curve, determined only by experiments, Petersson (1981) first found that the softening curve is similar in shape for different mixtures of Portland cement concrete when the softening curves are plotted in a non-dimensional form.

Analysis: Fracture Energy (cohesive fracture energy). The fracture energy, $G_f$, is defined as the energy required to create a unit surface of crack, can be obtained from:

$$G_f = \int_0^\infty \sigma dw = \int_0^\infty f(w)dw$$

[106]

The CCM has been applied extensively to Portland cement concrete and has only recently been investigated for asphalt concrete (Jenq et al., 1991). Jenq et al. used both indirect tensile tests and notched beams to assess the tensile strength and fracture energy of asphalt concrete. The shape of the function $f(w)$ was assumed and the parameters backcalculated using fracture energy and load-deflection curves from notched-beam tests. However, they admitted that a direct tensile test should be performed under different temperatures to adequately evaluate the effect of temperature on $f(w)$.

Analysis: Fatigue crack Propagation. It has been generally accepted that fatigue is a process of cumulative damage and one of the major causes of cracking in asphalt concrete pavement. In an effort to model fatigue crack growth, the Paris law (Paris and Erdogan, 1963) -- a logarithmic linear relationship between the incremental change in a crack length ($da/dN$) and the amplitude of the crack driving force (e.g., stress intensity factor) -- has been widely used. For elastic materials, this law can be presented as:

$$\frac{da}{dN} = C (\Delta K_{t})^{n}$$

[107]

where $C$ and $n = \text{empirical material parameters}$. It has been demonstrated that the Paris law based on a linear elastic stress intensity factor can successfully describe fatigue crack growth in a concrete beam (Bazant and Xu, 1993). Popelar et al. (1992) applied the Paris law to slow crack growth problems in polyimide films, which exhibit time and temperature dependent properties.

Image Characterization of FPZ. Since the advent of new state-of-the-art experimental techniques and numerical algorithms, several mechanisms that are responsible for the Fracture Process Zone (FPZ) formation in concrete have been investigated. Cedolin et al. (1983) measured high values of strains developed in the FPZ with the moiré interferometry method. These high strains suggested the need for new constitutive model for concrete. Krstulovic-
Opara (1993) visualized the distribution of micro cracks before the crack tip in mortar using high-magnification scanning electronic microscopy (SEM). Seo (2003) first investigated the characteristics of FPZ in asphalt concrete under fatigue and fracture loadings using a computer vision technology known as Digital Image Correlation (DIC). As shown in Figure 53, the heterogeneous characteristic of the asphalt-aggregate mixtures and the presence of aggregate with variable shapes and sizes always provoke a pronounced scatter of the process zone. The range of vertical strain is set between 0 and 0.05 to best match the strain localization patterns with the location of aggregates in the specimen. It is worth noting that the higher localized strain zones start forming from the notches and eventually become the FPZ. As expected, it is observed that the process zones coincide well with regions where small aggregates and asphalt binder are located between large aggregate particles.

Figure 52. DIC test setup.

Figure 53. Image mapping between process zones and aggregate structure; center 80 × 40 mm area of an 80 mm wide specimen subjected to 2 Hz fatigue loading at 25°C: (a) DIC image for vertical strains; (b) aggregate structure.

Calibration of the VEPCD Model with FPZ Strains. Seo (2003) also demonstrated how fracture and continuum damage could be combined. With the FPZ strains measured by DIC, the VEPCD model (mentioned in Section 6.3.1) was calibrated for accurate strain predictions after localization because LVDT-based strains are not valid as macro cracks develop in the specimen. So, as such, there is a switch in the source of strain data at peak stress that consequently leads to a switch in the calculated values of normalized pseudo stiffness $C$ and damage parameter $S^*$ yielding a new characteristic relationship between $C$ and $S^*$ as shown in Figure 54. It is worth noting that the transition in the $C$ versus $S^*$ curve corresponding to the switch from LVDT to DIC-based data is smooth and continuous thus ensuring continuity in the model as DIC-based measurements are incorporated in the model. The FPZ based model predicts strains accurately even beyond localization up to the instance of macro crack development and propagation. Beyond that instance, fracture mechanics needs to be used to model the crack growth.
6. Asphalt Mixture Analysis Theory

6.1. General Fatigue Approach

Overview. While significant work was performed in the 1800s and early 1900s in general concepts of fatigue, the first instance of a design tool that could be practically used in engineering applications was produced in 1945 by Miner. This section will provide a summary of fatigue in engineering applications from Miner in 1945 to Paris in 1963, which is a common first reference point in fatigue cracking for asphalt material research. A summary of the content is shown in Figure 27.
Miner’s Rule. Miner’s rule (Miner, 1945) revolves around the concept that a body or piece of material can tolerate a certain amount of damage. Fatigue cracking is the result of a high number of very small loads that in isolation do not cause significant damage. However, over time, with enough repetitions, these small loads lead to quantifiable damage. This concept is shown in Equation [108]:

$$\sum_{i=1}^{k} \frac{n_i}{N_i} = C$$

where; $k =$ different stress levels, $i =$ number of stress levels ($\sigma$), $N_i =$ average number of cycles to failure at the $i^{th}$ stress, $n_i =$ number of cycles accumulated at stress $\sigma_i$, and $C =$ fraction of life at different stress levels. Failure occurs in Miner’s Rule when $C = 1$, as that is when the number of cycles reaches the failure limit. However, a limitation to this theory is that there is no account of the order of loading. Therefore, it does not matter is the larger stresses are applied at the beginning or at the end of the loading cycles, they will be accounted for in the same manner.

Coffin-Manson relation. Coffin (1954) and Manson (1953) independently developed a relationship between the plastic strain and the cycles to failure. This occurs when the loads applied on the material are high enough to introduce plastic behavior, which reduces the service life of the material, thus reducing the number of cycles compared to non-plastic materials. Another effect of these higher loads is that the strain of the material offers a simpler and more accurate description of behavior. This can occur for materials that are under relatively high pressures or heat sources that induce thermal expansion. The resulting relationship is shown in Equation [109]:

$$\frac{\Delta \epsilon_p}{2} = \epsilon'_f (2N)^{m}$$

Figure 55. Summary of general fatigue research up to Paris’ Law in 1963.

Miner hypothesizes that with various stress magnitudes, failure occurs naturally after a certain number of cycles is achieved.

Coffin and Manson define low-cycle fatigue when stress causes plastic deformation to occur.

Wood studies cyclic load cracks initiated as a result of cyclic plastic deformation and slip planes.

Forsyth proposes growth of fatigue crack through reversed slip due to dislocations.

Stubbington examines growth of fatigue crack through reversed slip through brittle striations.

Paris and Erdogan propose fatigue growth in terms of number of cycles.
where; \( \Delta \varepsilon / 2 \) = plastic strain amplitude, \( \varepsilon_f' \) = fatigue ductility coefficient (empirical constant), strain intercept at \( 2N = 1 \), \( 2N \) = number of reversals to failure (N cycles), and \( c \) = fatigue ductility exponent (empirical constant), commonly -0.5 to -0.7 for metal materials. When testing steel, the result of this low-cycle fatigue is a straight line.

Around this time, Wood (1958) was also exploring an alternate model explaining the initiation of fatigue cracks by local plastic deformation. In this work, Wood theorized that when you apply tensile load, slip occurs on a “favorable oriented slip plane.” When the load moves to a compressive state, slip takes place in the reserve direction on a parallel slip plane. A second plane is formed because the first plane is restricted by strain hardening and oxidation of the newly created free surface. These two parallel planes, over multiple loading cycles, create extrusions and intrusions, and the intrusions eventually grow into a crack by continuing plastic flow.

A final model of fatigue cracking introduced around this time incorporates the concept of reversed slip. This model can be applied in either ductile striations (Forsyth, 1961) or brittle striations (Stubbington, 1963). In this model, a sharp crack in tension causes a stress concentration where slip can occur easily. On one side of the crack, the material may slip along a plane in the direction of maximum shear stress. This slip causes the crack to open and extend in length. This causes the slip to occur in a second plane, and the trend continues as work hardening and increasing stress will activate other parallel slip lanes, creating a blunt crack tip with a crack propagation length of \( \Delta a \). At this stage a small plastic region has developed but is surrounded by elastic material, which causes compressive stresses on the plastic region as it grows, causing more yielding and reversed plastic deformation. This cause “ripples” in the material, also known as fatigue striations. The models and theories developed above led to Paris’ work in 1963.

Paris’ law. Paris and Erdogan, in the early 1960’s, found that plots of crack growth rate versus a range of stress intensity factors produced straight lines on log-log scales. Equation [110] shows the relationship:

\[
\frac{da}{dN} = C(\Delta K)^m
\]  

[110]

where; \( da/dN \) = crack growth rate, \( C \) and \( m \) = material constants, and \( K \) = stress intensity factor. The relationship in Equation [110], which is usually simply called Paris’ Law, can be shown graphically in Figure 56.

Figure 56. Graphical representation of Paris’ Law.

As mentioned before, a significant number of fatigue research lines in asphalt materials begin with Paris’ Law. These research lines will be discussed in detail in subsequent sections.

6.2. Energy and Energy Inspired Methods

6.2.1. Development of Dissipated Energy Concepts
Energy is dissipated in asphalt mixtures during loading and relaxation because the material behaves substantially in a viscoelastic manner at ambient temperatures. With an elastic material, the energy stored in the system (when loaded) is equal to the area under the load-deflection curve and, during unloading, all the energy is recovered. By contrast, a viscoelastic material, when unloaded, traces a different path to that when loaded resulting in hysteresis and the dissipation of energy. The concepts of dissipated energy as related to pavement design and materials testing were initially developed in the early 1970s and are included in pavement design methods. This section documents the early development that took place and the further development activities that took place during the Strategic Highway Research Program (SHRP), as illustrated in Figure 57. In addition, concepts applied to test data interpretation developed using methods developed during the SHRP contract discussed. Development of other methods after this period is documented in other sections of this document.

Tests used by researchers can be conducted in many different loading configurations such as trapezoidal, cylindrical push-pull, beam, indirect tension, etc. Each of these tests will use a slightly different notation to express the modulus – for example $S$ or $S^*$ (or $|S^*|$) can be used for the beam tests to represent a stiffness in bending whereas an $E^*$ (or $|E^*|$) is often used in for the tests with a cylindrical push-pull (tension/compression) configuration. These moduli are similar and if linear conditions exist and deflections due to shear can be neglected, then for all practical purposes they can often be considered the same. In developing the discussion in this document the extensional notation is used ($E^*$ to represent the complex extension modulus and $D^*$ to represent the extensional complex compliance). Phase angle/lag has been represented by $\phi$ whereas in shear it would be typically represented by $\delta$. In some cases where a particular procedure has been referenced the units have been shown consistent with that procedure.

The earliest work using dissipated energy with asphaltic materials was reported by Chomton and Valayer (1972) and van Dijk et al. (1972). Chomton and Valayer (1972) presented a relationship in terms of "cumulative dissipated energy" versus number of loading cycles. This relationship and the cumulative dissipated energy are calculated by summing the dissipated energy throughout a fatigue test can be expressed as follows:

$$ W = AN^z $$

$$ W = \pi \sum_{i=0}^{N} \sigma_i \varepsilon_i \sin \varphi_i $$

Chomton and Valayer presented the results for three materials (two wearing courses and one base course) and suggested that the parameters $A$ and $z$ could be "independent of the mix formulation". It should be noted that Chomton and Valayer used the terms absorbed energy, $E$, and $k$ in place of $W$ and $A$, and they gave a value for $z$ of 0.66. However, subsequently $W$ (cumulative dissipated energy), $A$ and $z$ have become the norm in the literature for the expression of the relationship and to avoid confusion they are used throughout this document. Van Dijk et al. (1972) reported results in a similar form to Equation [112] with an exponent of 0.625 but no allowance was made for change of stiffness and phase angle in these calculations. In addition, they observed that the percentage retained bending strength of an asphaltic specimen was related to the total energy dissipated. Van Dijk (1975) and van Dijk et al. (1977) reported further work which demonstrated several important aspects. It was clear that a single relationship could not be used for all materials (see Table 5 for mix details used), Figure 58.
Chomton and Valayer first proposed equations linking dissipated energy to fatigue life of mixes. Van Dijk et al. reported a similar relationship to that developed by Chomton and Valayer.

Van Dijk introduced the concept of a parameter $\psi$ to describe the difference between the dissipated energy in the initial cycle versus that dissipated in the test.

Van Dijk and Visser further develop their method with a simplified design approach. This method was used as the basis for the Shell Pavement Design Manual as described by Claessen et al.

Fatigue testing conducted during SHRP at the University of California, Berkeley and University Nottingham provided a new look at dissipated energy concepts. Rowe published concepts with mode factor included in design T ayebali.

Hopman et al. provide a detailed examination of fatigue curves with assessment of different phases of damage in a fatigue test.

Rowe and Boldin used simplified $n \times$ stiffness approach for both controlled load and displacement fatigue tests. Defined failure in similar manner.

Rowe et al. and Ajdeh et al. publish data that demonstrates that for conventional materials the $n \times$ stiffness approach provides similar fatigue life definitions.

ASSHTO T321 adopts new definition of failure.

**Key Functions**

$W = \sum \sigma \epsilon \sin \phi = AN^2$

$\psi = \frac{W_{ens}}{W_{sys}}$

$N = \left[ \frac{\sigma \times S_{\psi} \times \sin \phi}{\lambda_1} \right]^{2.4}$

$N_{ens} = \left[ \frac{1.55 \times 10^{-6}}{\epsilon_{\psi} \times S_{\psi} \times \sin \phi} \right]^{3.80}$

$\ln(M) = Z_{\psi} \left[ \ln(N_{ens}) \right] + \ln \left[ \ln(N_{max}) \right]$

**Key Publications**

- Rowe and Boldin, Improved Techniques to Evaluate the Fatigue Performance of Asphaltic Mixtures, Eurobitume, 2000.

**Table 5. Summary of mixture information from van Dijk and Visser (1977)**

<table>
<thead>
<tr>
<th>Mix Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mix Type</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mix Type</td>
<td>Asphalt Concrete (California)</td>
<td>Lean Sand Asphalt</td>
<td>Dense Bitumen Macadam</td>
<td>Gravel Sand Asphalt (Dutch)</td>
<td>Lean Bitumen Macadam</td>
<td>Dense Bitumen Macadam</td>
<td>Dense Asphalt Concrete</td>
<td>Dense Bitumen Macadam</td>
<td>Rolled Asphalt Base Course</td>
<td>Grave Bitumen Base Course (French)</td>
<td>Asphalt Base Course (German)</td>
<td>Rich Sand Asphalt (Dutch)</td>
<td>Bitumen Sand Base Course</td>
</tr>
<tr>
<td>Aggregate Volume, %</td>
<td>84.1</td>
<td>81.1</td>
<td>85.6</td>
<td>78.0</td>
<td>61.9</td>
<td>86.7</td>
<td>85.4</td>
<td>83.7</td>
<td>81.4</td>
<td>88.1</td>
<td>72.9</td>
<td>79.1</td>
<td>70.8</td>
</tr>
<tr>
<td>Binder Volume, %</td>
<td>14.2</td>
<td>10.5</td>
<td>11.0</td>
<td>11.0</td>
<td>4.9</td>
<td>11.4</td>
<td>11.0</td>
<td>14.1</td>
<td>9.3</td>
<td>9.3</td>
<td>19.3</td>
<td>13.3</td>
<td>8.9</td>
</tr>
<tr>
<td>Air Void Volume, %</td>
<td>1.7</td>
<td>8.4</td>
<td>3.4</td>
<td>11.0</td>
<td>33.2</td>
<td>1.9</td>
<td>3.6</td>
<td>2.2</td>
<td>9.3</td>
<td>2.6</td>
<td>7.8</td>
<td>6.6</td>
<td>20.3</td>
</tr>
<tr>
<td>Softening Point, °C</td>
<td>61</td>
<td>52</td>
<td>52</td>
<td>64</td>
<td>51</td>
<td>59</td>
<td>60.5</td>
<td>62.5</td>
<td>60</td>
<td>52</td>
<td>53.5</td>
<td>60</td>
<td>67</td>
</tr>
<tr>
<td>Penetration, mm/10</td>
<td>38</td>
<td>61</td>
<td>59</td>
<td>26</td>
<td>68</td>
<td>36</td>
<td>40</td>
<td>34</td>
<td>27</td>
<td>58</td>
<td>60</td>
<td>40</td>
<td>20</td>
</tr>
</tbody>
</table>

**Timeline**

- **1972**
  - The Development of Dissipated Energy Concepts
  - Chomton and Valayer first proposed equations linking dissipated energy to fatigue life of mixes.

- **1975**
  - Rowe and Boldin introduced the concept of a parameter $\psi$ to describe the difference between the dissipated energy in the initial cycle versus that dissipated in the test.

- **1977**
  - Van Dijk and Visser further develop their method with a simplified design approach. This method was used as the basis for the Shell Pavement Design Manual as described by Claessen et al.

- **1989 to 1993**
  - Fatigue testing conducted during SHRP at the University of California, Berkeley and University Nottingham provided a new look at dissipated energy concepts. Rowe published concepts with mode factor included in design.

- **1993 to 1996**
  - Rowe used energy ratio applied to controlled load and displacement fatigue tests during SHRP project. Defined failure in similar manner.

- **2000**
  - Rowe and Boldin used simplified $n \times$ stiffness approach for both controlled load and displacement fatigue tests.

- **2010 - 2012**
  - Rowe et al. and Ajdeh et al. publish data that demonstrates that for conventional materials the $n \times$ stiffness approach provides similar fatigue life definitions.

- **2014**
  - ASSHTO T321 adopts new definition of failure.

**Figure 57. Summary of the development of the dissipated energy concept.**
Van Dijk and Visser also developed a ratio which takes values which are related to the mixture stiffness and the mode of loading. This ratio was found to be above unity for controlled displacement (controlled strain) tests and below unity for controlled load (controlled stress) tests. This is a result of decreasing dissipated energy per cycle in a controlled strain test compared to increasing dissipated energy per cycle in a controlled stress test. It can be seen from Figure 59 that as the materials get stiffer, the ratio tends to approach unity. Clearly, $\psi$ is a function of the mode of testing and the mixture stiffness.

A simplified method developed by Van Dijk and Visser (1977). They gave constant values (the mean obtained from experiments) to the parameters $\psi$, $Z$ and $A$ of 1.22, 0.66 and $4.0 \times 10^4$ J/m$^3$ respectively. The $\psi$ factor of 1.22 resulted in the prediction method being more appropriate for controlled strain tests. This gave a relationship between the permissible tensile strain, $\varepsilon$, mixture stiffness, $S_{mix}$, phase lag and the fatigue life, $N_{fat}$, as follows:

$$N_{fat} = \frac{1.55 \times 10^4}{\varepsilon \times S_{mix} \times \sin \delta}^{2.9412} \quad [113]$$
This approach was adopted in the Shell Pavement Design Manual (SPDM) (Claessen, et al., 1977) and used to develop the fatigue criteria that appeared in this design method. In the SPDM the strain is calculated and the pavement life is expressed as strain but the curves developed were those based upon the dissipated energy approach. Rowe (1993) presented a method combining the mode factor with this approach taken by van Dijk and Visser (1977) which gave a correlation coefficient (R²) for beam fatigue test results of 0.703 regardless of mode of loading. The critical aspect of this work was to develop an approach in which the stiffness and phase angle of a material changes during a test thus allowing an estimation of ratio proposed by van Dijk and Visser. The mode of loading is then considered by the change in stress and strain that results for a given stiffness drop which was taken as 40% rather than the more traditional 50%.

A similar approach was adopted by the University of California team during the SHRP project where conducted extensive work looking at the dissipated energy concept. In the work developed by UCB the concept of dissipated energy was effectively built into the developed fatigue equations. Tayebali et al. (1993) presented 20 equations linking the fatigue life to a dissipated energy concept for controlled strain fatigue tests. In this work the reported regression coefficients (R²) ranged between 0.84 and 0.87. Deacon et al., 1994 a relationship which used the loss stiffness modulus. This parameter, as discussed earlier, is directly related to the energy dissipated in an asphaltic mixture. The relationship developed (with an R² of 0.79) is as follows:

\[
N_{supplied} = 2.738 \times 10^5 \times e^{(0.077\times VFB)} \times e^{-3.624} \times S_0^{-2.720}
\]

where; \(N_{supplied}\) = the number of load repetitions to a 50% reduction in stiffness, \(e\) = base of the natural logarithm, \(e_{o}\) = flexural strain, \(S_0\) = initial flexural stiffness modulus estimated from shear testing (psis), and \(VFB\) = voids in the mineral aggregate filled with binder. The predicted fatigue life \(N_{supplied}\) is compared, in a probabilistic manner, to the fatigue life required. Thus for a mix to be satisfactory the \(N_{supplied}\) must be greater than \(M \times N_{demand}\) - \(M\) is a reliability multiplier whose value depends on the design reliability and on the variability’s of the estimates of \(N_{supplied}\) and \(N_{demand}\). \(N_{demand}\) is the design ESAL’s (equivalent single axle loads) adjusted to a constant temperature of 20°C divided by an empirically determined shift factor which takes a value of 10 and 14 for 10% and 45% cracking allowed in the wheel paths respectively. The reliability multiplier is estimated from the following

\[
\ln(M) = Z_R \left[ Var \{ \ln(N_{supplied}) \} + Var \{ \ln(N_{demand}) \} \right]^{0.5}
\]

where; \(Z_R\) = function of the reliability level which assumes values of 0.253, 0.841, 1.280 and 1.640 for reliability levels of 60, 80, 90 and 95%. \(Var \{ \ln(N_{supplied}) \}\) = variance of the natural logarithm of \(N_{supplied}\), and \(Var \{ \ln(N_{demand}) \}\) = variance of the natural logarithm of \(N_{demand}\). From the mid-1990s onwards the methods developed by UCB has been used for the design of pavements in some regions in the USA and in particular California. The designs have generally been based upon the equations developed using the dissipated energy and reliability concepts (for example Martin et al., 2001) but with the fatigue performance expressed by a strain criteria in a similar manner to that contained within other design methods based upon dissipated energy (Claessen, et al., 1977).

**Implications for Test Data Interpretation.** The traditional approach as mentioned earlier was to consider a specimen to have fatigue failed when it reached a 50% stiffness value for controlled displacement tests or when the specimen had broken for a controlled load test. Further work was conducted in Europe in the 1980s which resulted in the definition of a fatigue life N1 in a specimen which was defined on the basis of change in a dissipated energy ratio rather than the more traditional 50% stiffness reduction which has typically been used up to that time. Hopman et al. (1989) also used the same data analysis approach to confirm the linear miner law hypothesis for asphalt materials was valid to this condition although some modification may be needed for different definitions of life.

This concept was adopted by Rowe (1993; 1996) who made some important observations. First it was noted that the rate of change of properties in a fatigue test could be best understood by the construction of linear plots of stiffness, phase angle, dissipated energy, etc. versus the number of load cycles (see Figure 60). The condition described by Hopman et al. (1989) could be explained by examination of the data to be consistent with several observations. Other work conducted during SHRP at the University of Nottingham showed that the change in dissipated energy in a controlled stress and strain test can be regarded as increasing or reducing in an essentially linear manner to a point where as sharp crack consistent with the suggestions by Hopman et al. (1989) as shown by Rowe (1993). Using a simple mathematical approach to the analysis Rowe and Bouldin (2000) demonstrated that the simple product of cycles and a function of the stiffness (either a bending stiffness or complex modulus) could be used to define the location where the slope of the dissipated energy per cycle started to deviate from a straight line to either controlled load (stress) or deflection (strain) fatigue tests. These functions are shown in Equations [116] and [117]. This point is also approximately
consistent with the fatigue failure for conventional asphalt mixtures using the 50% stiffness reduction criteria (see Figure 60) but better captures less stiff modified materials which tend to reduce more in stiffness before a sharp crack initiates (Rowe et al., 2012). The concept of using the reduced dissipated energy \( n(E^*) \) or \( n \times \text{stiffness} \), which gives a clear defined peak for an easy definition of failure, was built into the ASTM standard for fatigue testing and has most recently been applied in the AASTHO T321 2014 version which significantly reduces the error associated with regression analysis thus producing a most robust test standard

\[
\text{Controlled Strain: } R'_n = \frac{n}{(E^*)_n} \quad [116]
\]

\[
\text{Controlled Stress: } R'_n = n \times (E^*)_n \quad [117]
\]

Work has been conducted with a scanning laser system to detect surface defects of specimens as they fatigue and this work confirms that the approach developed by dissipated energy techniques and a crack detected by laser scanning produce practically identical results (Ajideh et al., 2010; Ajideh et al., 2012). The significant advantage of this method is that no model fit is applied to the data and a simple peak in a curve is used to define the failure point. In addition, for conventional materials, the failure number of cycles is essentially the same as previously defined by the 50% criteria, thus resulting in previous calibrations of mechanistic design methods being equally applicable (Ajideh et al., 2012; Rowe et al., 2012). The improved definitions are significantly better in defining life of modified binder systems and problems in life estimation using regression analysis techniques are avoided.

Figure 60. Change in modulus, phase angle, dissipated energy per cycle and energy ratio versus the number of load cycles for a specimen being tested in a four bending beam test.

6.2.2. HMA Fracture Mechanics and Energy Ratio

Overview. The hot mix asphalt-fracture mechanics (HMA-FM) is a viscoelastic fracture mechanics-based system developed to provide a comprehensive framework for practical implementation of mechanisms of pavement cracking into an evaluation and prediction model (Zhang et al., 2001; Roque et al., 2002). The system considers both fundamental failure limits and rate of damage for crack initiation and growth. Asphalt mixture is modeled as a viscoelastic material; damage is associated with its viscous response (creep). The threshold concept is at the core of the system: If the threshold (or the failure limit) is not exceeded, only healable microdamage develops; nonhealable macrodamage (crack initiation and growth) results once the threshold is exceeded. The energy ratio \( ER \) parameter...
and associated criteria were developed based on a detailed analysis and evaluation of 22 field test sections throughout the state of Florida using the HMA-FM (Roque et al., 2004). The ER was determined to accurately distinguish between pavements that exhibited cracking and those that did not. A timeline of the HMA-FM system, the principle, the key functions, and literature are summarized in Figure 74.

**Model Development and Verification.** Development of the HMA-FM involved determination of three key elements: failure limit, rate of damage, and crack growth law, which are centered on the threshold concept. This concept is based on the observation that micro-damage in asphalt mixtures appears to be fully healable, whereas macro-damage does not appear to be healable (Zhang et al., 2001; Roque et al., 2002). This implies that a damage threshold exists below which damage is fully healable. Once the threshold is exceeded, the developed macro-damage is no longer healable. Therefore, the threshold defines the development of macro-cracks (macro-damage), at any time during either crack initiation or propagation, at any point in the mixture.

As discussed by Zhang et al. (2001) and Roque et al. (2002), fracture (crack initiation or crack propagation) can develop in asphalt mixtures in two distinct ways: repeated load applications or a single load excursion. An energy threshold or failure limit has then been defined for each distinct fracture mode: dissipated creep strain energy limit and fracture energy limit, respectively. The Failure limits can be obtained from the stress-strain response of an asphalt mixture under a tensile strength test (see Figure 62). The fracture energy limit \( FE \) is determined as the area under the stress-strain curve, while the dissipated creep strain energy limit \( DCSE \) is the fracture energy limit minus the elastic energy \( EE \) at the time of fracture. Resilient modulus \( M_r \) and tensile strength \( S_t \) are used to define \( EE \). It is important to point out that these two failure limits \( DCSE_\text{f} \) and \( FE_\text{f} \) have been identified as fundamental material properties of asphalt mixtures, independent of mode of loading, rate of loading and specimen geometry (Birgisson et al., 2007).

### Key Functions

- **Fracture energy limit**
  \[
  FE_\text{f} = \int_0^\tau \sigma(t) \, dt
  \]

- **Dissipated creep strain energy limit**
  \[
  DCSE_\text{f} = FE_\text{f} - \frac{S_t^2}{2M_r}
  \]

- **Rate of damage**
  \[
  DCSE_\text{cycle} = \int_0^\tau \sigma(t) \varepsilon_\text{cr}(t) \, dt
  \]

- **Energy Ratio**
  \[
  ER = \frac{DCSE_\text{f}}{m^{3.0} \varepsilon_\text{cr} \rho / A}
  \]

For \( \sigma \) and \( S_t \) in MPa, and \( D_1 \) in GPa\(^{-1}\).

\[
A = 8.64 \times 10^{-4} \left( \frac{6.36 - S_t}{\sigma^{3.1}} \right) + 3.57 \times 10^{-3}
\]

### Key Publications

- Zhang et al. 2001, J. of the AAPT
- Roque et al. 2002, J. of the AAPT
- Roque et al. 2004, J. of the AAPT
- Birgisson et al. 2007, J. of the AAPT
- Zou et al. 2013, RMPD
- Isola et al. 2014, Trans. Res. Record
- Zou et al. 2016, Trans. Res. Record

---

**Timeline**

- **2001**
  - Roque et al. develop hot mix asphalt-fracture mechanics (HMA-FM) for asphalt mixtures. The system considers both fundamental failure limits and rate of damage for crack initiation and growth.

- **2004**
  - Roque et al. develop energy ratio criteria for cracking evaluation. The ER parameter, derived based on HMA-FM, was determined to accurately distinguish between cracked and uncracked pavements.

- **2006**
  - Kim and Roque quantify healing in terms of a normalized healing rate defined as recovered DCSE divided by applied DCSE per cycle.

- **2007**
  - Birgisson et al. verify that FE and DCSE, are fundamental material properties of asphalt mixtures independent of mode of loading, rate of loading, and specimen geometry.

- **2009**
  - Birgisson et al. further verify that ER reliably evaluated top-down cracking performance of asphalt mixtures in the NCAT test track and in the field, respectively.

- **2013**
  - Isola et al. show that properties for determination of ER should be obtained from mixtures conditioned to simulate field-aged materials. Zou et al. improve ER-based criterion for performance evaluation.

---

**Summary of the HMA fracture mechanics and energy ratio.**

---

**Principle of HMA-FM**

- The HMA-FM system accounts for both fundamental failure limits and rate of damage for crack initiation and growth;
- Asphalt mixture is modeled as a viscoelastic material; damage is associated with its viscous response (creep);
- The threshold concept is at the core of the system: If the threshold is not exceeded, only healable microdamage develops; nonhealable macrodamage (crack initiation and growth) results once the threshold is exceeded;
- Crack growth is defined as a stepwise discontinuous process, which agrees with laboratory and field observations.
The rate of damage of an asphalt mixture under repeated load applications is defined as the dissipated creep strain energy accumulated per load cycle ($DCSE/cycle$). Therefore, there is an inherent assumption that damage can be quantified in terms of the viscous response (creep) of asphalt mixture. For a haversine load consisting of a 0.1 second loading period followed by a 0.9 second rest period, which represents a moving wheel in the field, $DCSE/cycle$ is defined as

$$
\int_0^{t_f} \sigma(t) \epsilon_c(t) \, dt = \int_0^{t_f} \sigma_{ave} \sin(10\pi t) \times \epsilon_{cr,max} \sin(10\pi t) \, dt
$$

where $\sigma_{ave}$ represents the average peak stress in the zone of interest and $\epsilon_{cr,max}$ is the maximum creep strain rate, which occurs at the peak stress. The maximum creep strain rate for a haversine load can be estimated from a 1000-second creep test as shown below:

$$
\dot{\epsilon}_{cr,max} = \sigma_{ave} \times m \times D_i \times (1000)^{m-1}
$$

where $D_i$ and $m$ are the creep compliance power-law fitting parameters.

Substituting Equation [119] into Equation [118] and solving the integral in time for the sinusoidal function, the rate of damage ($DCSE/cycle$) is obtained:

$$
\frac{DSCE}{cycle} = \frac{(\sigma_{ave})^2}{20} \times m \times D_i \times (1000)^{m-1}
$$

The rate of damage of an asphalt mixture under repeated load applications is defined as the dissipated creep strain energy accumulated per load cycle ($DCSE/cycle$). Therefore, there is an inherent assumption that damage can be quantified in terms of the viscous response (creep) of asphalt mixture. For a haversine load consisting of a 0.1 second loading period followed by a 0.9 second rest period, which represents a moving wheel in the field, $DCSE/cycle$ is defined as the integral of the stress $\sigma(t)$ multiplied by the creep strain rate $\epsilon_c(t)$:

$$\int_0^{t_f} \sigma(t) \epsilon_c(t) \, dt$$

where $\sigma_{ave}$ represents the average peak stress in the zone of interest and $\epsilon_{cr,max}$ is the maximum creep strain rate, which occurs at the peak stress. The maximum creep strain rate for a haversine load can be estimated from a 1000-second creep test as shown below:

$$\dot{\epsilon}_{cr,max} = \sigma_{ave} \times m \times D_i \times (1000)^{m-1}$$

where $D_i$ and $m$ are the creep compliance power-law fitting parameters.

Substituting Equation [119] into Equation [118] and solving the integral in time for the sinusoidal function, the rate of damage ($DCSE/cycle$) is obtained:

$$\frac{DSCE}{cycle} = \frac{(\sigma_{ave})^2}{20} \times m \times D_i \times (1000)^{m-1}$$

It is important to note that a healing parameter termed normalized healing rate and defined as recovered $DCSE/cycle$ over applied $DCSE/cycle$ has been developed to help consider the effect of healing on damage accumulation (Kim and Roque, 2006).

Crack growth in the HMA-FM system is defined as a stepwise discontinuous process (see Figure 63). After a damage accumulation phase, crack initiates when DCSE accumulated in the zone with the highest average tensile stress equals the $DCSE_f$ of the mixture. Next, a potential path where crack growth may be of interest is selected and divided into contiguous zones. Previous analysis showed that zones of variable size had little effect on the predicted rate of crack growth (Sangpetngam, 2003), so zones of fixed size are considered to be appropriate. Typically, a zone size of 6 mm (about one-half of the 12.5 mm NMAS) is used, which is assumed to capture the effect of stress concentration near the contact points between aggregates within the asphalt mixture. After another damage accumulation phase, crack will propagate through the zone in front of the initial crack when the $DCSE$ accumulated
in that zone equals the $DCSE_f$ of the mixture, and so on. Note that the system keeps track of the $DCSE$ induced in all zones at every step of the process. Previous results showed that crack propagation predicted by the system agreed closely with laboratory measurement in terms of crack length versus number of load repetitions (Zhang et al., 2001; Roque et al., 2002).

The $ER$ is defined as the dissipated creep strain energy limit of the mixture ($DCSE_f$) divided by a minimum dissipated creep strain energy ($DCSE_{min}$):

$$ER = \frac{DSCE_f}{DSCE_{min}} = \frac{DSCE_f}{m^{299} \times D_i / A}$$

where $m$ and $D_i$ were defined earlier and $A$ is an empirical parameter that depends on the tensile stress in the pavement section ($\sigma_t$) and the tensile strength of the mixture ($S_t$). For $\sigma_t$ and $S_t$ expressed in MPa, and $D_i$ in GPa$^{-1}$, $A$ can be calculated as:

$$A = 8.64 \times 10^{-4} \times \frac{6.36 - S_t}{\sigma_t^{1.1}} + 3.57 \times 10^{-3}$$

The $ER$ accounts for the effects of material properties ($DCSE_f, S_t, m, D_i$) as well as pavement structural characteristics ($\sigma_t$) on cracking performance: the higher the value of the $ER$, the better the expected cracking performance of the section. All material properties can be accurately determined using Superpave IDT tests following the procedure described by Roque et al. (1997). Previously established minimum values of $ER$ ($ER_{min}$) for adequate cracking performance are (i) 1.0 for $\leq$ 5 million ESALs, (ii) 1.3 for $\leq$ 10 million ESALs, and (iii) 1.95 for $\leq$ 20 million ESALs, which were determined by taking into account the change in pavement structure with varying traffic level (Roque et al., 2004). The $ER$ criteria were evaluated and calibrated using field-aged cores taken from pavements throughout Florida. Recently, Timm et al. (2009) and Zou et al. (2013) verified that $ER$ reliably evaluated top-down cracking performance of asphalt mixtures in the NCAT test track and in the field, respectively. Therefore, $ER$ can be used to integrate asphalt mixture properties in the pavement design process as well as to evaluate the performance of in-service pavement sections.

It is important to note that mixture properties for determination of $ER$ should be obtained from mixtures conditioned to simulate field-aged materials. Isola et al. (2014) have determined that oxidative aging alone using the long-term oven aging (LTOA) procedure does not satisfactorily simulate long-term field aging as reflected by mixture failure limits. This work showed that cyclic pore pressure conditioning (CPPC) of mixture is required after LTOA to more properly simulate field aging. In addition, $ER$ should not be used to evaluate brittle mixtures as reflected by a $DCSE_f$ lower than 0.75 kJ/m$^3$ (Roque et al., 2004).

**Figure 63. Stepwise discontinuous crack growth law.**
mixtures and mixtures compacted and served in the field (i.e., field cores); and (ii) Development and integration of mixture property models and damage models into the HMA-FM framework to form a top-down cracking prediction model for use in pavement performance evaluation and in pavement design to mitigate top-down cracking.

Along the first direction, the ER has been employed to evaluate the effect of Reclaimed asphalt pavement (RAP) and the effect of lime-modification on mixture performance, respectively. Kim et al. (2009) conducted Superpave IDT tests on RAP mixtures with polymer-modified binder fabricated containing different RAP contents (0%, 15%, 25%, and 35%). Interestingly, ER results showed that 25% and 35% RAP mixtures exhibited slightly better performance due to lower creep compliance rates. Yan et al. (2016) evaluated cracking performance of RAP mixtures designed with polymer-modified binder, two RAP sources, and high RAP contents up to 40%. After being conditioned using the LTOA plus CPPC procedure to simulate long-term field aging, all RAP mixtures still exhibited ER values higher than the minimum ER requirement, indicating acceptable cracking performance. So, it was concluded that up to 40% RAP was acceptable for well-designed polymer-modified asphalt mixtures. In addition, Zou et al. (2016) improved equivalent performance (ER) criterion and assessed impact of hydrated lime (HL) on cracking performance of asphalt mixtures for a range of aggregate types including granites and limestones. Results showed that granite control mixtures known to be moisture-susceptible failed to meet the minimum ER requirement, while limestone control mixtures exhibited ER values higher than the minimum requirement. Introduction of HL appeared to mitigate detrimental effects of oxidation and moisture on damage and fracture-related properties of both granite and limestone mixtures. This effect resulted in better cracking performance for the same design AC layer thickness, or lower cost to achieve the same level of good performance.

While the ER is important for performance evaluation of field cores or laboratory-compacted specimens conditioned to simulate field aging, a performance prediction model capable of predicting the onset of cracking and crack growth rate is needed to better assist material and pavement engineers to optimize their designs. Therefore, significant efforts were used along the second direction. As part of the NCHRP Project 1-42A (Roque et al., 2010; Zou and Roque, 2011), a top-down cracking prediction model was formed by integrating material property models developed to consider changes in properties with aging (including failure limits, rate of damage, and healing potential) and a damage model created to address the effect of transverse thermal stresses (in addition to the effect of load-induced stresses) on top-down cracking. A damage recovery and accumulation procedure was implemented in the model to address the combined effects of aging and healing on cracking performance, which was developed based on results of analysis and evaluation of full-scale tests conducted using HVS (Zou et al., 2012). The model was calibrated and validated using data from 11 field sections in Florida (Roque et al., 2010). Furthermore, the accuracy of the model was verified though long-term field evaluation and analysis of top-down cracking for 10 additional Florida field sections (Zou et al., 2013).

6.2.3. Ratio of Dissipated Energy Change Method

Overview. The Ratio of Dissipated Energy Change (RDEC) approach is an energy based approach developed to characterize the fatigue performance of asphaltic materials. The RDEC approach and its former Dissipated Energy Ratio (DER) approach was developed and refined by Ghuzlan and Carpenter (2000) based on the work done by Carpenter and Jansen (1997) and built on the work done by other researchers (Hopman et al., 1989; Pran and Hopman, 1991; Rowe, 1993) on dissipated energy. An overarching timeline of the approach development, the key functions, and the key publications are summarized in Figure 64.
The RDEC approach acknowledges that during a cyclic fatigue test the stress-strain hysteresis loop of later load cycles do not overlap the previous ones and the area of the loops have changed, as shown in Figure 65. By investigating the change of the dissipated energy during cyclic fatigue tests, it confirms that not all the dissipated energy is responsible for material damage. For each cycle, the loss of energy due to material mechanical work and other environmental influence remains almost unchanged. If the dissipated energy starts to change dramatically, it indicates a sign of damage development. In other words, the RDEC approach believes it is the change of the dissipated energy, not the dissipated energy itself that should be used to relate to the fatigue damage of asphalt materials.
The RDEC is defined as a ratio of the change in dissipated energy between two cycles divided by the dissipated energy of the first cycle:

\[ RDEC_a = \frac{DE_a - DE_b}{DE_a (b - a)} \]  

[123]

where; \( a, b \) = loading cycle \( a \) and \( b \), respectively, \( RDEC_a \) = the average ratio of dissipated energy change at cycle \( a \), comparing to cycle \( b \). \( DE_a \) and \( DE_b \) = dissipated energy at cycle \( a \) and \( b \), respectively, which were calculated directly by fatigue testing program or be calculated using Equation [124], kPa.

\[ W_i = \pi \sigma \varepsilon \sin \delta \]  

[124]

where; \( W_i \) = dissipated energy at cycle \( i \), \( \sigma \) = stress level at cycle \( i \), \( \varepsilon \) = strain level at cycle \( i \), and \( \delta \) = phase angle at cycle \( i \). A typical RDEC vs. loading cycle curve can be seen in Figure 66. The curve can be divided into three distinct stages. Of interest is Stage II, during which the RDEC data maintain at a relatively constant level, called Plateau Value (PV). The plateau stage represents a period during which there is a constant percentage of input energy being turned into damage. The plateau value (PV) appears to be related to mixture and load or strain input. For any one mixture the PV is a function of the load inputs, and for similar load inputs, the plateau value is different for different mixtures.
The benefit of this approach over alternatives such as cumulative dissipated energy approach is that it excludes other components of the energy that are dissipated throughout a cyclic fatigue test such as thermal energy, but only concentrates on the dissipated energy that is responsible for damage. The method also maintains the inherent simplicity of the other energy based methods making it arguably simpler to use than other sophisticated mechanical fatigue models. Since the plateau stage commences relatively quicker than the defined fatigue failure and the $PV$ value is unique for specific mixture and loading level, it has been utilized to study the low load-level fatigue behavior such as fatigue endurance limit with shortened tests (Carpenter et al., 2005). The $PV$ value as a characteristic parameter that is influenced by the material type and load levels (stress or strain levels, with or without rest periods) can be fundamentally utilized to characterize the fatigue performance of an asphalt mixture or binder under various loading conditions.

**Plateau Value Determination.** The determination of the $PV$ value from experimental fatigue data is sometimes difficult and cumbersome due to the large variation of the fatigue data, as shown in the Figure 67 example plot. Therefore, Carpenter and Shen (2006) proposed to practically use the $RDEC$ value at the 50% stiffness reduction point as the $PV$ value since (a) this value is always within the plateau stage, (b) a fixed definition will reduce the random error due to data processing.

![Figure 66. Typical RDEC Plot with Three Behavior Stages (Carpenter et al. 2003).](image)

![Figure 67. Example plot of the RDEC vs. loading cycles relation and the indication of PV from fatigue testing (Carpenter and Shen, 2006).](image)
The general procedure to perform RDEC analysis and obtain the PV from the fatigue tests have been provided by Carpenter and Shen (2006). It involves obtaining the dissipated energy (DE) vs. loading cycle (LC) curve and determining the exponential slope $k$ of the DE-LC curve during the plateau stage (the stage when the change of DE is relative constant) by fitting the curve using power law regression (Figure 68). Hence, the PV value defined as the RDEC value at the 50% stiffness reduction failure point ($N_{f50}$) can be calculated using Equation [125].

$$PV = \frac{1 - \left(1 + \frac{100}{N_{f50}}\right)^k}{100}$$  \[125\]

Figure 68. Example of determining the exponential slope of the fitted DE-loading cycle for PV calculation (Carpenter and Shen, 2006).

The PV is a comprehensive damage index that contains the effects of both material property and loading conditions and hence can be a fundamental energy parameter to represent HMA fatigue behavior (Carpenter and Shen, 2005). For a strain-controlled test, the lower the PV, the longer the fatigue life for a specific HMA mixture (Shen and Carpenter, 2005). A low PV value can be found either in high fatigue resistant materials, low external loading amplitude, or both.

Fatigue Failure Criteria. Carpenter et al. (2003) demonstrated that the DER (or RDEC) provides a true indication of the damage being done to the mixture from one cycle to another as a function of how much dissipated energy was involved in the previous cycle. Different loading conditions will produce different dissipated energy hysteresis curves. Because damage is the difference in dissipated energy, this ratio clearly illustrates the percentage of the input dissipated energy that goes into damage for a cycle. Ghuzlan and Carpenter (2000) proposed that when the RDEC starts to increase dramatically at the end of the plateau stage as shown in Figure 65, the corresponding load cycle at the transition between the second and the third stage is related to the initiation of unstable macrocrack propagation, defined as true fatigue failure. Such failure criterion is considered more fundamental than the arbitrary $N_{f50}$ (i.e., the load cycle at 50% initial stiffness reduction) criterion (Carpenter et al., 2003; Shen and Carpenter, 2005; Ghuzlan and Carpenter, 2006). In a later study of comparing the various fatigue failure criteria, by analyzing fatigue test data for both asphalt binder and mixtures, Shen and Lu (2010) demonstrated that the true failure defined by the RDEC approach has good correlation with other dissipated energy defined failure criteria such as $N_{p20}$ by Bonnetti et al. (2002) as well as the traditional $N_{f50}$ definition.

Daniel et al. (2004) proposed a modified dissipated energy failure criterion, which defines failure at the point where the dissipated energy ratio just starts to increase above the plateau value. They further presented a comparison of the viscoelastic continuum damage (VECD) and dissipated energy (DE) approaches using uniaxial direct tension fatigue tests performed on eight WesTrack mixtures. The two approaches were also compared to the traditional phenomenological approach using the number of cycles to 50% initial stiffness reduction as failure criterion. Their work indicated that the number of cycles to failure calculated using the VECD and DE failure criterion are highly correlated and are very similar if a modified DE failure criterion is applied. It also showed that the DE approach had promise for ranking the field performance of the mixtures; however limited data at different strain amplitudes made it difficult to state any conclusions with confidence.
PV-Nf relationship. Shen and Carpenter (2005) further substantiated that the relationship between PV and $N_{f50}$ is fundamental in that it is independent of loading levels (normal or low damage level), loading modes (controlled stress or controlled strain), mixture types, and testing conditions (frequency, rest periods, etc.). The established PV-$N_{f50}$ relationship is presented in Equation [126]. Later many literatures (Shen et al., 2010; 2011; Wu et al., 2014; Nejad et al., 2015) confirmed the reasonableness of such unique PV-Nf relationship, and found the equation to be similar.

$$PV = 0.4428N_{f50}^{-1.1102}$$  \[126\]

Application of RDEC Approach in Fatigue Analysis.
The RDEC approach was further applied to study the fatigue, fatigue endurance limit, and healing of asphalt binder and mixtures. It was also demonstrated as a fundamental and effective approach for fatigue analysis by later researchers through extending it to various materials and different fatigue test methods.

Fatigue Endurance Limit (FEL). The study of fatigue endurance limit for asphalt mixtures usually rely on low damage level fatigue tests. The fatigue lives of the tested samples at those low damage levels can be extremely long and the traditional 50% initial stiffness reduction failure points are not reached within testing time as long as 48 million repetition. Based on the RDEC analysis, Shen and Carpenter (2005) validated the existence of a fatigue endurance limit in asphalt mixtures below which the asphalt mixture can have an extremely long fatigue life. Depending on the mix type, the fatigue endurance limit can vary from 70-350 microstrain based on traditional fatigue analysis. However, the RDEC analysis suggests there is a unique energy level, defined as the energy based fatigue endurance limit $PV_L$, which is the onset of the fundamental change in HMA fatigue behavior at a breakpoint fatigue life of around $1.1 \times 10^6$. If the energy level of a HMA mixture is below the $PV_L$ due to the combination effect of material resistance and external load, the mixture is expected to have extended long fatigue life. According to the study by Shen and Carpenter (2005), this critical $PV_L$ value is $6.74 \times 10^5$. By comparing the fatigue endurance limits obtained from several methods, Prowell et al. (2010) found that the RDEC approach may overestimate fatigue life and shift factors may be required in this case.

Fatigue and Healing. Carpenter et al. (2003; 2006) used the RDEC approach to study and examine the role of healing in HMA fatigue behavior and its significance for the existence of a FEL. By introducing rest periods into cyclic loading, the PV value is reduced, indicating an extended fatigue life and an improved fatigue performance. Results show that the RDEC approach is effective for evaluating the healing effect of HMA material and its role in perhaps producing the FEL. Based on dissipated energy concept, Shen and Carpenter (2007) established a fatigue model for PV, which also integrated the effect of rest periods on fatigue. Such energy based fatigue model has the ability to utilize existing pavement response values with mixture properties to generate the PV-$N_f$ relationship validated in the RDEC analysis, and the future capability of directly utilizing viscoelastic pavement responses when these structural models are integrated into a pavement analysis procedure (Shen 2006). The RDEC approach is further extended to study the fatigue and healing behavior of asphalt binder (Shen et al. 2006, 2010; Shen and Sutharsan, 2011) and found the PV-$N_{f50}$ relationship is still valid for asphalt binder, with and without rest periods.

Asphalt Mixtures Containing RAP. The plateau value failure criterion was applied to evaluate the fatigue performance of HMA mixtures containing different percentages of RAP, along with a number of other popular fatigue evaluation approaches such as IDT test, SCB test, and DCSE$_f$ from the IDT test (Shu et al., 2008; Huang et al., 2011). The studies noted that the PV and the DCSE$_f$ from the IDT test are more reasonable in evaluating the fatigue performance of HMA mixtures containing RAP. Generally, the inclusion of RAP and long-term aging increased the $PV$, and thus decreased the fatigue life. Both IDT and SCB tests gave highly consistent ranking for the mixtures but showed difficulty in determining the overall effect of RAP on the fatigue resistance of the mixture.

Fatigue Test Methods. The RDEC approach was originally developed based on the four-point bending flexural fatigue test for asphalt mixtures following AASHTO T321 or ASTM D7460. It was later applied to a number of testing methods including two-point bending fatigue test (Maggiore et al. 2014), loaded wheel tracking (LWT) fatigue test (Wu et al., 2014), and dynamic shear rheometer (DSR) test for asphalt binder (Shen et al., 2006, 2010; Shen and Sutharsan, 2011). The PV-$N_{f50}$ relationship was found to be still valid. In other words, the PV-Nf$_{50}$ relationship is fundamental and unique also for different testing methods.
Other Applications. Daniel and Bisirri (2005) applied the DER (a former version of RDEC) to evaluate the fatigue performance of both asphalt concrete and Portland cement concrete mixtures. It was found that the number of cycles to failure determined from the dissipated energy approach using a modified failure criterion agreed well with the values determined from a fundamental viscoelastic VECD approach for asphalt concrete, and agreed well with those predicted using three different fatigue models for Portland cement concrete. The study suggested that DER approach is a promising method for characterizing the fatigue behavior of concrete materials. Song et al. (2016) used RDEC concept to evaluate fatigue resistance of composite pavement (open-graded friction course and underlying layers). It was concluded that the plateau value failure criterion appeared effective for evaluating the shear fatigue performance of multilayer structures.

6.2.4. Asphalt Concrete Pavement-Fatigue Model

Overview. An overall summary of the ACP-F model is shown in Figure 69. The ACP-F model is based on the assumption that fatigue crack initiation damage processes are strongly related to the dissipated energy during a load cycle. The existence of such a relationship between dissipated energy and fatigue damage was already presented by Van Dijk and Visser at the AAPT conference in 1977. Hopman, Kunst and Pronk introduced the dissipated energy ratio (the accumulated dissipated energy up to cycle N divided by the dissipated energy in cycle N) at the 4th Eurobitume Symposium in 1989 as a tool for the determination of the fatigue life N1 in both deflection and force controlled fatigue tests. A follow up was a paper by Pronk and Hopman at the ICAP conference in 1990 in London using composed sinusoidal loadings. During the ninety’s, several reports were published based on the dissipated energy concept (Pronk, 1995). However, the problem remains that a homogenous stiffness distribution was assumed during the whole deflection controlled fatigue test.

![Figure 69. Summary of the ACP-F model.](image)

Thus the influence of the non homogenous strain distribution as in a Four Point Bending (4PB) test was ignored. Nevertheless excellent fittings were obtained for the evolutions of both the beam stiffness modulus and beam phase lag (Di Benedetto et al., 2001). Later on the linear decrease of the strain amplitude from the maximum value at the surface of the beam to nil at the centre line was taken into account (Pronk and Cocurullo, 2009). At that time it was still assumed that the complex stiffness modulus distribution in the outer sections of a 4PB test did not...
have a big influence on the weighted complex stiffness modulus response for the whole beam. At the ICAP Conference in 2010 Pronk and Molenar compared the Uni-axial Push-Pull (UPP) or Dynamic Tension/Compression (DT/C) fatigue tests and 4PB tests using an Excel program in which the correct weighting of the complex stiffness modulus over the whole 4PB specimen was applied (Pronk, and Molenaar, 2010). A new fatigue life definition $N_{PH}$ was also introduced. The ACP-F model explains very well the findings of Van Dijk for the relationship between the accumulated dissipated energy and the fatigue life. In addition this fatigue life agrees strongly with the definition proposed by Rowe (see Section 6.2.1) with the exception that the cycles should be raised to a power of 0.6 before multiplying by the loss modulus. At the 3rd 4PB international workshop in 2010, details were presented on how to integrate the complex stiffness modulus distribution in a 4PB specimen for the determination of the measured response in practice. A quarter of the beam was divided in $10 \times 10 + 1 \times 10$ elements (Figure 70). Each element was considered as a unit volume with a certain strain value and complex stiffness modulus.

![Diagram of integration elements for analysed 4PB beam for calculation of the summary answer.](image)

**Figure 70.** Localization of integration elements for analysed 4PB beam for calculation of the summary answer.

It should be noted that the ACP-F model describes the evolutions of the complex stiffness modulus (modulus and phase lag) in a strain controlled single sinusoidal fatigue test taken into account the reversible thixotropic behaviour of bitumen and (irreversible) fatigue damage. Restoration of the complex stiffness modulus during a rest period (or periods with a lower strain amplitude) can be calculated. However, this is a recovery process due to the thixotropic behaviour (Partial Healing) and not healing of the fatigue damage during real rest periods and is not incorporated in the present model. At the other hand the model takes into account the possible existence of an endurance strain level. When the strain amplitude in a location of the 4PB specimen is below this level, no fatigue damage occurs at that location.

**Model Development.** In case of a strain controlled sinusoidal fatigue test the two evolutions for the loss and storage modulus can be solved analytically, Equations [127] and [128]. These functions are used for a fit of the measured response on the interval of $N_0 = 300$ and $N_1$ cycles. $N_1$ is defined as the number of cycles at which the dissipated energy ratio starts to deviate from a straight line.
Figure 71. The dissipated energy ratio as a function of the cycle number $N$.

$$L(t) = M(t) \sin(\varphi(t)) = M_0 \sin(\varphi_0) e^{-B t} \left( \cosh(C t) + D \sinh(C t) \right)$$

$$S(t) = M(t) \cos(\varphi(t)) = M_0 \cos(\varphi_0) - M_0 \sin(\varphi_0) \left[ \frac{\alpha_1}{C} e^{-B t} \sinh(C t) + \frac{\gamma}{\gamma_1} \left( 1 - e^{-B t} \left[ \cosh(C t) + E \sinh(C t) \right] \right) \right]$$

In which

$$B = \frac{\beta' - \alpha_1^* + \gamma^*}{2}, \quad C = \sqrt{\beta^* - \beta_{\gamma}^*}, \quad D = \frac{\beta' + \alpha_1^* - \gamma^*}{2C}, \quad E = \frac{\beta' - \alpha_1^* - \gamma^*}{2C}.$$ 

$$\alpha'_1 = \pi f \alpha_0 \varepsilon^2 = \pi f Tg \alpha_0 \varepsilon^2; \quad \alpha'_2 = \pi f \alpha_0 \varepsilon^2 = \pi f Tg \alpha_0 \varepsilon^2; \quad \beta' = \beta \varepsilon^2;$$

$$\gamma^*_1 = \pi f \gamma_0 \varepsilon^2 = \pi f Tg \gamma_0 \varepsilon^2; \quad \gamma^*_2 = \pi f \gamma_0 \varepsilon^2 = \pi f Tg \gamma_0 \varepsilon^2;$$

The coefficient $p$ is defined as the (lower) integer value of the slope for the Wöhler curve $N=k_1 e^{k_2}$ obtained by plotting $N1$ (or $N_{f50}$) values as a function of the strain amplitudes on a log-log scale. It should also be mentioned that there exists a relation with the Plateau Value (PV) definition (see Section 6.2.3). The PV value is equal to the difference in the quantities $B$ and $C$ ($B-C$). This difference is in return strongly related to the parameter $\gamma_1^*$. The final (fitted) parameters in the ACP-F model are given by:

- The initial values for the modulus ($M_0$) and the phase lag ($\varphi_0$).
- The parameters $Tg \alpha_0$, $Tg \alpha_2$ and $\beta$ for the thixotropic phenomenon.
- The parameters $Tg \gamma_1$, $Tg \gamma_2$ and the endurance limit $\varepsilon_{endurance}$ for the fatigue.

The predecessor to the ACP-F model was the Partial Healing (PH) model, which was only used to fit the measured responses (loss and storage modulus) for the tested specimen as a whole ignoring a possible non-homogenous stress-strain distribution within the specimen. This approach is only correct for UPP (or DT/C) tests for which in principle a homogenous strain distribution exists. Unfortunately a homogenous strain distribution in UPP tests is hard to keep constant. Measuring at three locations with e.g. LVDT’s the mean value can be kept constant easily but the three individual values may differ more than a factor of two. Many fatigue tests are carried out using the Four Point Bending (4PB) device. When using a strain controlled sinusoidal 4PB fatigue test at low frequencies ($\leq 10$ Hz), the strain amplitude distribution within the beam is quite simple (see Figure 70) and mass inertia effects can be neglected in the calculations for the response of the beam. An Excel program is made in which a quarter of the beam is simulated by 110 elements each having its own complex stiffness modulus. The section between the outer support and the inner support is divided into 10 x 10 = 100 elements. The section between the inner support and the centre of the beam is divided into 10 x 1 = 10 elements. Each element gets its characteristic strain amplitude. Starting with seed values for the parameters involved, the evolution for each element of the (material) loss and storage modulus can be calculated for each cycle. Than the weighted mean stiffness modulus is calculated for the 10 elements above each other (column). Using the general static solution for a bent beam, the response for the whole beam can be calculated and compared with the measured responses.
beam can be determined for each cycle. This simulation is validated using known loss and storage modulus distributions for which an analytical solution could be determined.

**Remarks.** Some specific remarks with respect to the ACP-F model.

- In practice 4PB tests are carried out in controlled deflection mode. This is not equal to a strain controlled mode. The induced error is in the order of a few percent. A real strain controlled 4PB fatigue test can only be achieved by using the deflection difference between the centre and one of the inner supports as the control parameter. However, this value is around 7 times lower than the centre deflection. From this point of view the deflection measure using a “bridge” with supports at x = L/6 and 5L/6 has some advantages while it takes already into account a lower decrease in stiffness modulus of the material in the two outer sections.

- In general all the weight factors in the goal function are set to one. However, when problems arise with the phase lag determination it is advised to use more weight for the stiffness modulus values. The positive sign for the first integral in the equation for the evolution of the loss modulus seem odd, but in practice it can occur that at the start of a fatigue test the increase in phase lag has more impact than the decrease in stiffness modulus (see Figure 72).

- The starting point N0 of the fit interval is taken equal to 5 minutes. In this way the changes in the stiffness modulus due to temperature increase are partially eliminated.

- The value N1 for the end of the fit interval is always lower than the traditional fatigue life definition Nf,50.

- In general the fatigue life NPH, which is defined as the number of cycles at which the dissipated energy ratio according to the fitted ACP-F model starts to deviate from the measured value, is also lower than Nf,50. However, recently a mix was evaluate in which the initial drop in stiffness due to thixotropy was so high that NPH was much bigger than Nf,50.

**Figure 72.** Comparison of the evolutions for the beam loss modulus Lbeam according to the model (dashed yellow line) and the measured values (red line).
Figure 73. Comparison of measured and fitted values. Notice that at $N = 580,000$ cycles also the deviations between measured values fitted values start for the beam phase lag $\phi_{\text{beam}}$ and the beam stiffness modulus $M_{\text{beam}}$.

6.3. Continuum Damage Methods

Continuum damage mechanics is a branch of mechanics arising from the need to describe the change in continuum properties of materials under load levels less than the ultimate strength of that material. The initial development of the theory is largely attributed to a series of papers in the late 1950’s, first by Murzewski (1957) who used the method to describe the probabilistic degradation of cohesion in a mechanical body and soon after by Kachanov (1958) and Rabotnov (1959) which used a similar approach to study material degradation under uniaxial creep loads. These latter two papers also proposed the concept of a damage parameter that would describe the underlying structural causes of the degradation in properties. The theory was further developed and improved upon during the 1960’s, but gained real popularity in the 1970’s and 1980’s due to numerous and parallel international efforts (Lemaitre and Chaboce, 1978; Murakami, 1983; Krajcinovic, 1984). The essential concepts of this branch of mechanics are that a material initially exists as a whole and continuous body, but that under loading this body undergoes “damage” in the form of first initiation of microcracks or other disruptions in the undamaged body and then the nucleation and propagation of these defects until a point when the deformation of the body is dominated by one or more of these damage areas, known as localization. At this point the body is no longer continuous and the rigorous application (rigor here refers to mathematical rigor) of this theory begins to break down.

The benefits of this approach over alternatives such as fracture mechanics or micromechanics is that many of the complications associated with describing and then considering the probabilistic behaviors of local defects and flaws can be ignored. Instead these individual sub-macro scale damage behaviors are smeared into state variable terms that reflect the influence of these flaws on the macroscale behaviors. Since this smearing often permits adherence to other continuum concepts, the approach can often provide an accurate and general representation of the material properties for structural analysis. As a result they are quite useful in efficiently predicting how asphalt concrete behaves in a pavement structure. This benefit is also one of the limitations of this approach since oftentimes it is necessary to understand the sub-macro scale behaviors in detail order to gain insights that help the engineering of the macroscale. Since continuum damage approaches incorporate the net effect of all of these flaws into state variables the influence of material factors (asphalt content and type, air void content, gradation, etc.) must be empirically determined. There are several different continuum damage approaches that have been developed for asphalt concrete. These approaches share many similarities, but some important differences.

6.3.1. Viscoelastic Continuum Damage Model

Overview. The viscoelastic continuum damage (VCD) model and the closely related simplified viscoelastic continuum damage (S-VECD) model are based on Schapery’s theoretical work – first his work on viscoelastic fracture and later his work on distributed damage (Schapery, 1981; 1997; 1999). Figure 74 presents an overarching timeline of the development of the model, its key elements, and its associated literature.
As demonstrated in Figure 74, the main parts of the VECD model include: 1) the pseudo strain ($\varepsilon^R$) function, which accounts for linear viscoelastic and time-temperature effects,

$$\varepsilon^R = \frac{1}{E_R} \int_0^t E(\xi - \tau) \frac{d\varepsilon}{d\tau} d\tau$$  \[131\]

2) the pseudo strain energy density function, $W^R$,

$$W^R = \frac{1}{2} (\varepsilon^R)^3 C.$$  \[132\]

3) the stress, $\sigma$, to $\varepsilon^R$ relationship, and

$$\sigma = \frac{dW^R}{d\varepsilon^R} = C \times \varepsilon^R,$$  \[133\]

4) the damage evolution law

$$\frac{dS}{d\xi} = \left(- \frac{\partial W^R}{\partial S} \right)^\sigma$$  \[134\]

where $E(\xi)$ = the linear viscoelastic relaxation modulus, $\tau$ = the integration term, $\xi$ = reduced time, $E_R$ = the reference modulus (taken as 1), $C$ = the pseudo secant stiffness (material integrity), and $S$ = damage.

**Model Development.** Although the foundational theory that underlies the VECD model has been in place for many years, the precise solution to each of its components has evolved over time. In all these cases, the key function in the VECD model is the damage characteristic curve. This function relates the amount of damage, $S$, in a specimen to the pseudo secant modulus, or material integrity, which is denoted as $C$. The initial work with this model was carried out by Schapery et al. (1975, Int. J. of Fracture) who generalized fracture theory to describe the energy release rate failure criterion to unify fatigue failure across modes of loading.
out by Kim and Little (1990) who applied the theory to describe the behavior of sand asphalt under controlled strain cyclic loading. In their work, the damage evolution law was solved using a Lebesgue norm approach (Schapery, 1981), as shown in Equation [135], which is based on the maximum value of pseudo strain in a loading cycle. Kim and Little verified this formulation using random loading histories.

\[
S = \left( \int_{0}^{\infty} \left| \varepsilon^{e} \right|^{a} dt \right)^{\frac{1}{\alpha}}
\]  

[135]

Lee and Kim (1998a; 1998b) continued to develop the model to describe the behavior of asphalt concrete under both controlled stress and controlled strain cyclic loading. In their formulation, they normalized the damage parameter with respect to its maximum value, but in doing so showed that tests at multiple strain levels could be described using a single damage function.

Daniel and Kim (2002) also applied this approach to describe the cyclic behavior of asphalt concrete, but they adhered to Schapery’s original theory in a more mathematically rigorous way by eliminating the damage parameter normalization approach that Lee and Kim had used. Daniel and Kim (2002) proposed the VEC model as a key component of a simplified fatigue test procedure, which they then verified by characterizing WesTrack mixtures. Chehab et al. (2002) also applied the theory and focused on describing the material response under constant rate loading, as the ultimate goal was to develop both viscoelastic damage and viscoplastic models. The advantage of the constant rate loading tests was the ability to follow Schapery’s derivation more precisely without the need for cycle-wise approximations. Using this model and other tests, Chehab et al. demonstrated that the same time-temperature superposition principle that applies when considering linear viscoelastic behavior could also apply when damage is growing. This finding has since been verified by several researchers (Zhao, 2003; Gibson, 2006; Underwood et al., 2006; Yun, 2010). The two key outcomes from the efforts by Daniel and Kim (2002) and Chehab et al. (2002) are that the damage characteristics of the material are independent of the mode of loading and that the time-temperature superposition principle that typically is used to analyze low-strain dynamic modulus tests also can be applied at high levels of damage. These two findings led to a significant reduction of the required testing protocol while simultaneously extending the realm of application for the model. Equation [136] presents the discrete solution to the damage evolution law suggested by these outcomes. Note that the division of time by a factor of four in the case of cyclic loading is a semi-empirical factor that is based on the assumption that only one-fourth of the loading in a cycle contributes to damage. Also note that the subscript \( i \) refers to the cycle or time step of interest.

\[
\Delta S_i = \begin{cases} 
\left[ \frac{1}{2} (\varepsilon_{0}^{e})^{2} \right]^{\frac{a}{\alpha}} \Delta C_i \left( \frac{\Delta \varepsilon}{4} \right)^{\frac{1}{\alpha}} & \text{cyclic loading} \\
\left[ \frac{1}{2} (\varepsilon_{0}^{e})^{2} \right]^{\frac{a}{\alpha}} \Delta C_i \left( \Delta \varepsilon \right)^{\frac{1}{\alpha}} & \text{monotonic loading} 
\end{cases}
\]  

[136]

Underwood et al. (2010) refined the work of Daniel and Kim (2002) and Chehab et al. (2002) to develop a formulation that could model the fatigue and constant rate results under the umbrella of a single, mathematically rigorous function. This model is described as the simplified viscoelastic continuum damage (S-VECD) model to differentiate it from other earlier formulations and avoid the confusion that exists when multiple formulations carry the same name. This model distinguishes the damage calculation according to whether it is calculated in the first loading cycle or in later cycles, as shown in Equation [137], where \( f_i \) is the reduced frequency of loading, \( K_i \) is the loading shape factor, and \( \varepsilon_{0.5\alpha}^{e} \) is the pseudo strain amplitude used for the damage calculation.

\[
\left( \frac{dS}{d\varepsilon} \right)_i = \begin{cases} 
-\frac{1}{2} \left( \varepsilon_{0}^{e} \right)^{2} \frac{dC}{dS} \left( \frac{\Delta \varepsilon}{4} \right)^{\alpha} & \text{loading path of first cycle} \\
-\frac{1}{2} \left( \varepsilon_{0.5\alpha}^{e} \right)^{2} \frac{dC}{dS} \left( \frac{1}{f_i} \right)^{\alpha} K_i & \text{all other cycles} 
\end{cases}
\]  

[137]

Another important component in the development of the VEC-related models is the failure criterion that is used in the model. In the early efforts by Lee and Kim (1998a and b), model failure was indicated based on a pseudo stiffness value of 0.5, which also was used in the work of Daniel et al. (2002) and Kutay et al. (2008). However,
Chehab et al. (2002) used a pseudo stiffness value of 0.25. Also, Hou et al. (2010) found that a pseudo stiffness value of approximately 0.5 matched experimental data at 5°C, but that a value close to 0.25 was more representative at approximately 19°C and above. Hou et al. (2010) also proposed a function to predict $C$ at failure as a function of temperature and frequency. Efforts to develop a more fundamentally-based failure criterion have resulted in pseudo energy-based failure criteria. For example, Zhang et al. (2013) developed a dissipated pseudo energy criterion. Sabouri and Kim (2014) found that this criterion worked well with controlled strain testing, but that it could not explain results from both controlled strain and controlled actuator experiments. Sabouri and Kim (2014) thus proposed an average dissipated pseudo energy rate criterion, Equation [138], which rectified this shortcoming. They found a power relationship between the pseudo strain energy release rate, referred to as $G^R$, and the number of cycles to failure, $N_f$, in arithmetic scale (Equation [139]). Moreover, this relationship is unique for a given mixture, regardless of test temperature, strain level, and mode of loading, as shown in Figure 75(a) in log-log scale.

$$G^R = \frac{W_C^R}{N_f} = \frac{1}{N_f} \int_0^{N_f} \left( \varepsilon_{\text{p,0}} \right)^2 (1 - C)$$  \hspace{1cm} [138]

Further analysis of the relationship between the $G^R$ and $N_f$ resulted in a simpler failure criterion, shown in Equation [139].

$$C_{\text{Total}} = \int_0^{N_f} C dN = k N_f$$  \hspace{1cm} [140]

where; $C_{\text{Total}} =$ cumulative pseudo stiffness until failure and $k =$ material property. The same data that were used to plot Figure 75(a) are used in Figure 75(b) to describe the relationship between $C_{\text{Total}}$ and $N_f$. The $C_{\text{Total}}$ and $N_f$ relationship also is shown to be unique for a given mixture, regardless of test temperature, strain level, and mode of loading. The advantages of the $C_{\text{Total}}$-based failure criterion over the $G^R$-based failure criterion are that (1) the $C_{\text{Total}}$-based failure criterion is in arithmetic scale and therefore reduces the sensitivity involved in the $G^R$-based failure criterion in log-log scale and (2), theoretically, only one test is necessary to define the linear relationship between $C_{\text{Total}}$ and $N_f$ because this relationship passes through the origin, although in practice two to three tests are necessary to account for the test-to-test variability.

![Figure 75. Energy-based failure criteria: (a) $G^R$-based and (b) $C_{\text{Total}}$-based.](image)

In brief, the major strength of the S-VECD model is that the temperature-independent, stress/strain level-independent, and mode-of-loading-independent nature of the damage characteristic curve and energy-based failure criterion allows cracking to be characterized comprehensively under a wide range of loading and climatic conditions using only two to three cyclic fatigue tests and linear viscoelastic dynamic modulus tests.

**Related Modeling Efforts and Applications.** The VEC and S-VECD models have been applied in various ways to study and compare asphalt mixture performance. As aforementioned, Daniel et al. evaluated WesTrack mixtures using the earlier formulation. Lundstrom and Isaacson (2004) applied the VEC model form that was developed by Daniel et al. to evaluate modified and unmodified asphalt concrete mixtures in Sweden and concluded that the damage curves do not always provide a unique function. They postulated that the cause is related to self-heating of the sample and proposed a methodology to correct for this effect. Underwood et al. (2006) applied the VEC model
to mixtures from the Federal Highway Administration Accelerated Load Facility (FHWA-ALF) and developed rankings that could reflect the laboratory performance of the mixtures. Follow-up studies used the S-VECD model with layered elastic, layered viscoelastic, and finite element-based pavement response models to predict pavement fatigue performance. The resultant rankings matched those observed in the ALF experiments.

Other researchers have undertaken similar efforts. Kim et al. (2006) applied a similar simplification methodology to study asphalt concrete. Kutay et al. (2008) developed an algorithm that was similar to that of the S-VECD model after evaluating asphalt concrete mixtures from the FHWA-ALF. This work led to the successful ranking of the mixtures tested at the facility. The principal difference between this formulation and the S-VECD model is that the latter explicitly assumes that the damage described by $S$ grows only under tension loading, whereas the former assumes growth under both tension and compression.

Hou et al. (2010) used the S-VECD model to examine the behavior of 15 different reclaimed asphalt pavement (RAP) and non-RAP modified asphalt mixtures from North Carolina. The model indicated that, for the mixtures studied, the inclusion of RAP reduced the fatigue resistance of the mixtures. Similarly, Sabouri et al. (2015) applied different fatigue testing and evaluation methods, including the S-VECD model, to evaluate mixtures with high RAP contents and found that the S-VECD model could distinguish between the different materials. Xie et al. (2015) evaluated different polymer- and rubber-modified stone matrix asphalt concrete mixtures using the S-VECD model and ranked the performance of the mixtures.

One of the major strengths of the VECD and S-VECD models is that they can be implemented into pavement structural models in a seamless manner due to their mechanistic nature. Kim et al. (2016) developed a three-dimensional layered viscoelastic finite element code, the Layered ViscoElastic pavement analysis for Critical Distresses (LVECD) program, to calculate the pavement response and performance under moving loads and realistic climatic conditions and implemented the S-VECD model into the program. Kim et al. (2016) used the S-VECD model and the LVECD program to evaluate the fatigue cracking performance of 59 asphalt mixtures from 55 different pavement structures in the FHWA project DTFH61-08-H-00005. The study asphalt mixtures included conventional Superpave mixes, polymer-modified mixes, warm-mix asphalt (WMA) mixtures, and mixtures with different RAP contents. The field projects included FHWA-ALF test sections, the National Center for Asphalt Technology (NCAT) test track (Lacroix 2013), Korea Expressway Corporation (KEC) test roads, Manitoba Infrastructure and Transportation test roads for RAP and WMA studies, as well as roadways under the purview of the New York State Department of Transportation, the Louisiana Department of Transportation and Development, the city of Binzhou in China, and various pavement sections in Brazil (Nascimento, 2015). The laboratory-measured material properties of these mixes were input to the LVECD program with section-specific structure, traffic, and climatic conditions to predict the performance of the asphalt pavements (Norouzi and Kim, 2015). The study found that the LVECD program can predict field performance with reasonable accuracy. Figure 76 presents some example prediction results. In addition, a transfer function for fatigue cracking was developed based on the limited data available in the FHWA project to translate model predictions to field distresses. Figure 77 shows the prediction of percent cracking area in 18 full-depth asphalt pavements with different asphalt mixtures and structural designs in the KEC test road project using the LVECD program with the transfer function.

**Figure 76.** Prediction of percent cracking area using the LVECD program without transfer function: (a) FHWA-ALF pavements and (b) pavements in the NCAT Test Track.
6.3.2. French Method

Overview. The overall development and background of the French method of continuum fatigue analysis is given in Figure 78. The adopted fatigue resistance law is based on the Wöhler curve. This kind of curve presents the loading amplitude as a function of the fatigue life (number of cycles to failure \(- N_f\)). For bituminous mixtures, cyclic strain amplitude \(\varepsilon\) is used to define loading amplitude. Wöhler curve is characterized by the following equation:

\[
\varepsilon = AN_f^{-b}
\]  

This equation corresponds to a straight line in logarithmic axes plot. Tests are required to determine the parameters \((A\) and \(b)\) of this equation.

Different methods exist to characterize fatigue of bituminous mixtures in laboratory. In France, the two-point bending test on trapezoidal specimen was chosen in the middle of 60s. During the test, the load and displacement at the top of the specimen is measured in order to determine the stiffness of the specimen. The relative stiffness is defined as the stiffness divided by the initial stiffness. Change in the material behavior is directly linked to the evolution of the relative stiffness as a function of the number of cycles. Failure is then defined when the relative stiffness reaches 50%. The number of cycles required to reach that relative stiffness is considered as the number of cycles to failure \((N_f)\).
Several tests need to be performed at different strain amplitude levels to obtain the Wöhler curve parameters. As scattering is also high for fatigue results, standard imposes at least six repetitions for each level, and three levels of strain amplitude. Francken et al. (1996) reports great dispersion for the fatigue life obtained that way, results for \((N_f)\) being sometimes 10 times higher with respect to another one at identical testing conditions.

**Method Development.** The fatigue resistance law (fitted Wöhler curve) is then used to determine an admissible strain in the bituminous mixture layer of the pavement. The comparison between this admissible strain and the calculated one using pavement structural analysis (modelling) allows determining thickness of layers. It is necessary to evaluate an equivalent number of axles \((\text{NE})\) that loads the bituminous mixture layer during its service life. This number depends on several parameters such as: the number of trucks at the beginning of the service life, type of traffic (more or less damaging for the pavement), the traffic growth, and the expected pavement life duration.

Once the value of \(\text{NE}\) is known, the equation giving the admissible strain \(\varepsilon_{adm}\) at a reference temperature is as follows:

\[
\varepsilon_{adm} = \varepsilon_c \left(10^\circ\text{C}, 25\text{Hz}\right) \left(\frac{\text{NE}}{10^6}\right)^b \sqrt[\frac{1}{\alpha}]{\frac{E(10^\circ\text{C})}{E(T_{eq})}} k_c k_r
\]

[142]

where; \(\varepsilon_c\) = cyclic strain amplitude corresponding to a failure reached after \(10^6\) cycles, \(b\) = slope of the fatigue resistance law (Wöhler curve in logarithmic axes), \(E(10^\circ\text{C})\) = norm of complex modulus of the mixture at \(10^\circ\text{C}\) and \(10\text{Hz}\), \(E(T_{eq})\) = norm of complex modulus of the mixture at \(10\text{Hz}\) and the equivalent temperature \(T_{eq}\) (fixed at \(15^\circ\text{C}\) in France), and \(k_r, k_c, k_e\) = fitting parameters, explained in the following.

The calculation of the admissible strain takes into account not only the fatigue resistance law but also: the temperature of the standard fatigue test, which is not performed at the equivalent temperature; a fitting parameter \(k_r\) accounting for scattering of fatigue tests results and eventual error of the pavement layer thickness; a fitting parameter \(k_c\) accounting for an eventual bearing capacity default of the subbase; a fitting parameter \(k_e\) accounting for the observed behaviour in-situ and empirically determined.

The determination of the equivalent temperature uses Miner’s law (Miner, 1945) to calculate the cumulated damage induced in a material under repetitive loading, with different cyclic strain amplitudes, at possibly different temperatures. The idea is to consider that the damage cumulated throughout one year at the equivalent temperature \(\left(T_{eq}\right)\) is equal to the calculated accumulation of damage associated to load repetitions at temperatures varying throughout the same year. For one cycle with strain amplitude \(\varepsilon(T_i)\) occurring at temperature \(T_i\), the corresponding damage may be calculated as:

\[
d_i = \frac{1}{N_i} = \left(\frac{\varepsilon(T_i)}{\varepsilon_c(T_i)}\right)^\frac{k}{b}
\]

[143]

If \(n_i\) is the number of cycles occurring at temperature \(T_i\), the cumulated damage is calculated as:

\[
D = \sum n_i d_i = d_{eq} \sum n_i
\]

[144]

With the equivalent damage, corresponding to the damage at the equivalent temperature \(T_{eq}\):

\[
d_{eq} = \left(\frac{\varepsilon(T_{eq})}{\varepsilon_c(T_{eq})}\right)^\frac{k}{b}
\]

[145]

Regarding the three fitting parameters \((k_r, k_c, k_e)\), values of the two last parameters may be found in the French pavement design guide (SETRA, 1994). The presence of parameter \(k_c\) gives the French method a probabilistic feature. In order to explain the parameter \(k_c\), it is possible to consider:

the random error due to fatigue tests is represented by the variable \(\epsilon\), which is supposed to follow a normal distribution with a null average and a standard deviation \(S_\epsilon\). This error will affect the fatigue law \(\varepsilon=\text{A}(N_f)^b\) and the number of cycles as:

\[
\log \left(N_f\right) = \log \left(A^{\frac{1}{b}}\right) - \frac{1}{b} \log \left(\varepsilon_c\right) + \epsilon
\]

[146]
the random error of the layer thickness $\Delta h$, which is supposed to follow a normal distribution, with a null average and a standard deviation $S_h$. This thickness error will affect the strain as:

$$\log(\varepsilon) = \log(\varepsilon_0) - B\Delta h$$

Combining both errors, it comes:

$$\log(N_f) = \log\left(\sqrt[\alpha]{\varepsilon_0}ight) - \frac{1}{b}\log(\varepsilon_0) + \frac{B}{b}\Delta h + \epsilon$$

From the previous statistical assumptions, $\log(N_f)$ parameter follows a normal law, with an average $av(\log(N_f))$ equal to:

$$\log\left(\sqrt[\alpha]{\varepsilon_0}\right)$$

and a standard deviation

$$S = \sqrt{S_0^2 + \left(\frac{B}{b}S_h\right)^2}$$

Once a failure risk is chosen (a decision of the designer), the strain value $\varepsilon_0$ may be calculated so that $\log(N_E)$ corresponds to the lower limit of the confidence interval:

$$\log(N_E) = av\log(N_f) - zS$$

with $z$ obtained by the normal distribution for the chosen failure risk. From this consideration, it comes:

$$\varepsilon_0 = \varepsilon_k\left(\frac{N_E}{10^6}\right)^b \times 10^{-185}$$

and then, the fitting parameter $k$, may be expressed as $10^{-185}$. Experiments carried out on the fatigue carrousel at Nantes and in laboratory have shown the necessity to use the fitting parameter $k_e$. Experience and results are detailed in de la Roche et al. (1994; 1997) and Odeon et al. (1997). Despite all effects taken into account (scattering of laboratory testing, variability of layer thickness, temperature influence and subbase layer quality), some difference remains between the life duration measured in the laboratory from fatigue tests and the life duration observed in situ. That justifies the use of such fitting parameter, whose values vary according to the type of bituminous mixture used in the pavement.

**Improvement needed.** Some points have been discussed by different authors concerning the French method and, more generally, fatigue resistance of bituminous mixtures, such as: the type of test, the loading control mode, the testing temperature, the absence of rest periods, the failure criterion and the volumetric behaviour.

Nowadays, even if the two-point bending test is still the most used in France, several types of test are available in the standard NF EN 12697-24 (AFNOR 2012). Different results may be obtained according to the used test, as shown by the comparison made between five different types of test by Di Benedetto et al (2004). Different types of loading control mode are also used to characterize fatigue, namely strain- or stress-controlled tests. Di Benedetto et al. (1996) and Bodin (2002) developed models for fatigue. They showed that with correct analysis of the tests and adapted models, both loading control modes allow defining intrinsic properties of the materials.

Another important aspect of the French method is the arbitrary choice of 50% modulus decrease to define fatigue failure. Many authors underline that at the beginning of fatigue tests, several phenomena inducing reversible stiffness changes occur and should not be considered as damage (irreversible phenomenon). Among such phenomena, temperature increase in the specimen during cyclic test has been observed in different studies (de la Roche 2001; Bodin, 2002; Di Benedetto et al., 2011; Nguyen et al., 2012). Dissipated viscous energy in bituminous material under loading generates heat. Other recent studies (Di Benedetto et al., 2011; Mangiafico et al., 2015) investigated the beginning of fatigue tests and showed that other reversible phenomena occur and a very small part of complex modulus change may be attributed to real damage.

It should be underlined that such phenomena, described as biasing effects for fatigue tests, observed in laboratory under cyclic loading are less likely to be observed in a real pavement, due to the applied traffic loading which is not continuous (Moutier, 1991). Another aspect raised by some studies is the lack of knowledge on the behaviour of a damaged material, since only one “integrity” parameter is measured during the fatigue test, i.e. the complex modulus at one temperature and one frequency. Nguyen et al. (2015) performed a more complete viscoelastic characterization (different temperatures and frequencies) of a bituminous mixture before and after a
partial fatigue test (about 30% of damage was reached before rest was applied). Tapsoba et al. (2013, 2015) followed the volumetric deformation of cylindrical specimens during tension/compression fatigue test.

6.3.3. Reduced Cycles Approach

Overview. The reduced cycles approach to fatigue analysis is loosely based on continuum damage principles, but diverges in some important ways. The primary purpose of this approach is to provide a simplified approach to the calculation of a damage parameter—reduced loading cycles—that can then be related to the ratio of the damaged to the undamaged modulus (pseudo-stiffness, C). The model grew out of an approach to continuum damage analysis originally developed by Yong-Rak Kim and others at Texas A & M University (Kim et al., 2002). This model was a somewhat simplified approach to continuum damage analysis applicable only to sinusoidal loading. Christensen and Bonaquist later further simplified the model by assuming a convenient mathematical form for the pseudo-stiffness C as a function of the damage parameter S (Christensen and Bonaquist, 2006). This allowed the resulting equation to be solved in a closed form. The reduced cycles approach is a logical extension of this work, in which the somewhat nebulous damage parameter S is replaced by the reduced cycles function (Christensen and Bonaquist, 2009). Although supported indirectly by continuum damage concepts, the use of reduced cycles in place of S cannot be supported by a direct derivation or proof. It however does seem to provide an equivalent means of tracking fatigue damage in asphalt concrete mixtures. Furthermore, the reduced cycles approach is much simpler to apply in practice and has the additional advantage of making the relationships among strain, modulus, loading cycles and damage much easier to visualize and evaluate. An overview and summary of the reduced cycles approach is given in Figure 74.

![Timeline and Key Functions](image)

**Figure 74. Summary of the Reduced Cycles approach.**

Model Development. The two key relationships developed by Kim et al. that eventually led to the reduced cycles concept relates first the rate of damage growth to pseudo-strain energy, Equation [151], and the pseudo-strain energy density function \( W^\phi \) to the pseudo-stiffness \( C \) and the pseudo-strain \( \varepsilon^R \), Equation [2] (Kim et al., 2002).

\[
\frac{dS}{dt} = \left( \frac{\partial W^\phi}{\partial S} \right)^a \quad [151]
\]

\[
W^\phi = 0.5C\left( \varepsilon_{\text{max}}^R \right)^2 \quad [152]
\]
Kim et al. suggested that the relationship between pseudo-stiffness $C$ and the damage parameter $S$ can be characterized using a generalized power law (Kim et al., 2002). However, this would predict that at some value of $S$, the pseudo-stiffness would become negative. This would mean that the damaged modulus would also become negative, and an applied tensile strain would result in a compressive stress—an obvious impossibility. A better function for relating pseudo-stiffness to the damage parameter is a simple exponential (Christensen and Bonaquist, 2006):

$$ C = e^{CS} $$

[153]

where $C_2$ = a constant indicative of the rate of damage accumulation in a specimen under cyclical loading, called here the continuum damage fatigue constant. Now, if Equation [153] is substituted into Equation [2] and differentiated with respect to $S$, the following relationship results:

$$ \frac{\partial W^R}{\partial S} = 0.5C_2e^{CS}(e^R_{\max})^2 $$

[154]

Following the derivation by Kim et al. (with the exception of the different functions for pseudo-stiffness $C$), Equation [154] can be substituted into Equation [151], and integrated to solve for $t$:

$$ t = \frac{2\alpha e^{-C_2S}}{\alpha (-C_2)^{1/\alpha}(e^R_{\max})^{2\alpha}} e^{\alpha t} $$

[155]

Now, if the reference modulus $E^R = 1$, then $e^R(t) = \sigma(t)$. Also, for sinusoidal loading, the maximum tensile stress is equal to $|\sigma_{\max} - \sigma_{\min}|/2 = \sigma_0 = \alpha_0|E^*|_{LVE}$, where $|E^*|_{LVE}$ is the LVE complex modulus. Keeping in mind that the number of loading cycles $N$ is loading time $t$ times frequency $f$ (in Hz), Equation [155] can then be solved over the given integration limits and reduced to the following form:

$$ N = \frac{2\alpha f (e^{-C_2S} - 1)}{\alpha (-C_2)^{1/\alpha}(\sigma_0|E^*|_{LVE})^{2\alpha}} $$

[156]

Substituting Equation [153] into Equation [156]:

$$ N = \frac{2\alpha f (C^{-\alpha} - 1)}{\alpha (-C_2)^{1/\alpha}(\sigma_0|E^*|_{LVE})^{2\alpha}} $$

[157]

Equation [157] is an extremely useful tool for applying continuum damage to cyclical testing and other fatigue phenomenon. It can be used to calculate the number of loading cycles $N$ required to reach a given level of pseudo stiffness $C$, given the value of the continuum damage fatigue constant $C_2$. Since the pseudo stiffness is simply the ratio of the damaged to initial (LVE) modulus, Equation [157] can be used to predict the decrease in modulus as fatigue progresses if $C_2$ is known. To calculate $C_2$, a plot of pseudo stiffness versus the damage parameter $S$ must be prepared, using a number of strains and test temperatures, and using reduced frequency in the calculation of $S$. The value of $\alpha$ is varied until the damage plots converge (more or less) to a single line. The value of $C_2$ is then calculated as the slope of a plot of ln $C$ versus $S$. In order to do this, an equation for $S$ is needed in terms of pseudo stiffness, strain, and LVE modulus. Equations [153] and [156] can be combined, and solved for $S$ to provide such a relationship:

$$ S = \left[ \frac{\alpha N (-\ln C)^{1/\alpha}(\sigma_0|E^*|_{LVE})^{2\alpha}}{2\alpha f (C^{-\alpha} - 1)} \right]^{1/2\alpha} $$

[158]

The approach described above is simpler than a traditional continuum damage approach, but still has its limitations and its complexities. Based in part upon the appearance of Equation [158], Christensen and Bonaquist hypothesized that the pseudo-stiffness could be characterized as a function of reduced cycles, calculated using the following relationship (Christensen and Bonaquist, 2009):
Where; \( N_R \) = reduced cycles, \( N_{R-ini} \) = initial value of reduced cycles, prior to the selected loading period, \( N \) = actual loading cycles, \( f_0 \) = reference frequency (10 Hz suggested), \( f \) = actual test frequency, \( |E^*|_{LVE} \) = initial (linear viscoelastic or LVE) dynamic modulus under given conditions, lb/in²; \( |E^*|_{LVE0} \) = reference initial (LVE) dynamic modulus, lb/in² (the LVE modulus at 20°C is suggested), \( \alpha \) = continuum damage material constant with values typically ranging from 1.5 to 2.5, \( \varepsilon \) = applied strain level, \( \varepsilon_0 \) = reference effective strain level (0.0002 suggested), and \( a(T/T_0) \) = shift factor at test temperature \( T \) relative to reference temperature \( T_0 \).

In its original formulation, the effective applied strain level was used, meaning the applied strain minus the endurance limit. For the sake of simplification the concept of endurance limit has been left out of this derivation. It should also be noted that the researchers who developed this analysis (also the authors of this section of this document) have promoted various versions of this analysis, one of the important questions being whether or not the damage curves over a wide range of conditions truly converge to a single function, or if they tend to form instead of family of curves. The approach presented here assumes that convergence can be obtained, at least at moderate to high modulus levels. It is possible, as noted by other researchers, that the lack of convergence sometimes observed in continuum damage testing and analysis is primarily caused by large amounts of plastic deformation occurring on specimens tested at high temperatures and/or low frequencies.

**Application of Method.** The use of the reduced cycles approach can be illustrated by applying Equation 8 to the analysis fatigue data on an asphalt concrete mixture gathered over a wide range of temperatures and two different frequencies (Christensen and Bonaquist, 2014). The mixture that was used in this experiment was a 9.5 mm mixture produced from limestone aggregate and PG 64-22 binder. Table 6 summarizes pertinent properties of the mixture that was used. Specimens for fatigue testing were 100 mm diameter by 150 mm tall. These specimens were prepared to a target air void content of 7.0 percent in accordance with AASHTO TP 60. The specimens were tested in fatigue using uniaxial tension-compression. Fully reversed, stress-control loading was used, which typically results in strain levels that gradually increase with time, until localization occurs, at which point the strains increase rapidly with rupture sometimes occurring. Test temperatures included -5, 4, 10, 20, and 30°C. All specimens were tested at both 1 and 10 Hz. However, data at 1 Hz was somewhat noisier than the 10 Hz data, and also generally exhibited slightly lower damage ratios. The reason for this discrepancy is not clear, but it might be due to differences in the amount of plastic deformation occurring at the two different frequencies. Initial applied strains typically ranged from 150 to 200 x 10⁻⁶ for low strain tests, and from 300 to 500 x 10⁻⁶ for high strain tests. For every test, an initial modulus reading was taken at low strain so that an initial, undamaged modulus reading was available for calculation of the damage function.

| Table 6. Composition of mixture used in expanded range damage experiment (Christensen and Bonaquist, 2014). |
|---------------------------------|--------|
| **Properties**                  | **Value** |
| Design Gyration Level           | 75      |
| Sieve Size, mm                  | % Passing |
| 12                              | 100     |
| 9.5                             | 98      |
| 4.75                            | 72      |
| 2.36                            | 46      |
| Gradation                       |         |
| 1.18                            | 26      |
| 0.6                             | 17      |
| 0.3                             | 11      |
| 0.15                            | 8       |
| 0.075                           | 5.0     |
| Binder Content, wt %            | 5.9     |
| Effective Binder Content, wt %  | 5.3     |
| Fine Aggregate Angularity, vol %| 45.2    |
| Crushed Aggregate Fractured Faces, % | 100/100 |
Figure 80 shows typical results of the fatigue tests, for data collected at 10°C and 1 Hz for the high strain condition. The first step in analyzing the data was to generate damage curves for each test. This simply involves calculating the ratio of the instantaneous modulus to the initial modulus as a function of loading cycles. Figure 81 below shows the damage function $\frac{|E^*|}{|E^*|_{\text{initial}}}$ for the 10°C, 1 Hz, high strain test—the test represented in Figure 80 above. Figure 82 shows the results of the analysis, as a plot of damage ratio as a function of reduced cycles; only 10 Hz data is shown in this figure. The initial modulus for this analysis was in most cases based on measurements made at low strain immediately before the fatigue tests, but in three cases the initial modulus was adjusted slightly (2 to 8 %) to provide a better fit to the damage curve. Also for three cases the specimens appeared to undergo macro-cracking prior to complete failure, so that the damage curves rapidly dropped towards the end of the test. Data points after this localization were removed. The fit to the data is quite good, although as mentioned above the plot becomes somewhat more scattered when the 1 Hz data is used. The data at 30°C data at 1 Hz could not be fit at all to the damage curve, supporting the idea that at higher temperatures and/or low frequencies plastic deformation can become excessive making a simplified continuum damage analysis impossible.

Figure 80. Stress and strain at 10°C and 1 Hz during uniaxial fatigue loading, high strain (Christensen and Bonaquist, 2014).
In summary, the reduced cycles approach is a relatively simple means of analyzing fatigue data to produce damage curves. From such damage curves, the damaged modulus can be predicted for a variety of loading conditions which is potentially useful in advanced pavement analysis and design. It should however be pointed out that damage as measured by the decrease in modulus does not necessarily correlate closely to damage as it relates to cracking and overall pavement performance. There is as a result significant recent activity among pavement researchers to develop failure theories that can be combined with continuum damage analysis or even applied independently of such analyses to predict actual pavement cracking.

6.3.4. Texas A&M University Approach

Overview: the continuum-damage and micro-damage healing constitutive relationships were developed at Texas A&M University as part of the Asphalt Research Consortium (ARC) and were implemented in the FE package PANDA: Pavement Analysis using Nonlinear Damage Approach. PANDA’s damage and micro-damage healing constitutive relationships are based on the extended continuum damage mechanics (CDM) framework. These
Constitutive relationships were coupled to the Schapery’s viscoelasticity (1969), Perzyna’s viscoplasticity (1971), and Darabi et al. (2012a) hardening-relaxation constitutive relationships to predict the complex response of asphalt concrete pavements subjected to general loading conditions and multi-axial state of stresses. An overarching timeline of the model, the key elements, and literature are summarized in Figure 83.

### Timeline
- **1958**: Kachanov proposed the concept of Continuum Damage Mechanics (CDM) by introducing the continuity scalar to describe damage in materials.
- **1961**: Odqvist and Hult modified the Kachanov definition and introduced damage density as the reduction of area and modulus due to micro-cracks.
- **1964**: Schapery developed a single integral thermodynamic constitutive theory for describing nonlinear viscoelastic phenomenon.
- **1969**: Rabotnov was the first to propose a time- and rate- dependent creep damage model to represent the response of time and rate dependent materials.
- **1989**: Schapery proposed a fracture mechanics-based model to describe the rate of crack shortening for linear viscoelastic materials using the correspondence principle.
- **2005**: Masad et al. included an isotropic damage in an elasto-viscoplastic model to describe the response of HMA.
- **2007**: Little and Bhasin combined the work of Schapery and wool and O’connor and proposed a macroscopic recovery recovery parameter to quantify healing in bituminous materials.
- **2010**: Darabi et al. proposed a visco-damage model coupled with Schapery’s VE model and implemented it in PANDA to describe the time- and rate-dependent damage response of HMA.
- **2012**: Abu Al-Rub and Darabi derived PANDA damage model coupled with VE and VP based on thermodynamics.
- **2012**: Darabi et al. extended the Kachanov CDM theory by defining healing configuration and introduced Continuum Damage-Healing Mechanics (CDHM).
- **2013**: Darabi et al. proposed a healing model based on work of Little and Bhasin and implemented it in PANDA. They showed the importance of incorporating healing in cyclic loading even in tension and proposed and validated it thoroughly.

### Key Functions
- **Stresses in different configurations**
  \[ \sigma = \frac{\sigma}{1 - \phi (1 - h)} \]

- **Viscodynamic evolution function**
  \[ \phi = \Gamma^p \left( \frac{\varepsilon}{\tau} \right) \exp \left[ \alpha \left( 1 - \frac{T}{T_r} \right) \right] \]

- **Micro-damage healing evolution function**
  \[ h = \Gamma^h (1 - \phi) \exp \left[ \beta \left( 1 - \frac{T}{T_r} \right) \right] \]

### Key Publications
- Odqvist and Hult 1961, Arch. Physicis.
- Rabotnov 1969, Book.
- Abu Al-Rub and Darabi 2012, Int. J. Plas.

**Figure 83. Summary of PANDA damage approach.**

**Model development:** PANDA damage and micro-damage healing constitutive relationships are based on the concept of the continuum damage mechanics pioneered by Kachanov (1958) and later enhanced by Rabotnov (1969). They introduced a state variable referred to as the damage density, \( \phi \), to relate stress tensors in the nominal and effective configuration. To incorporate the effect of micro-damage healing, researchers at Texas A&M University extended the well-known effective (undamaged) configuration of CDM to incorporate both damage and micro-damage healing effects (Abu Al-Rub and Darabi, 2012; Darabi et al., 2012b; 2013), such that one can write:

\[ \sigma = \frac{\sigma}{1 - \phi (1 - h)} \]

where \( \sigma_{m} \) = stress in the modified undamaged configuration, \( \sigma \) = stress tensor in the nominal configuration, \( \phi \) = damage state variable, and \( h \) = micro-damage healing state variable. The implicit argument supporting Equation [101], is that once the material degrades, further loading only affects the intact portion of the material. This simple equation suggests that one can express the constitutive relationships in terms of the effective stress which facilitate accounting for damage and healing. The damage and healing variables evolve according to evolution functions. The nominal stress can then be obtained using Equation [101], which shows how nominal stress, damage, and micro-damage healing are coupled. This approach facilitates the coupling of damage and other components of the constitutive relationship, such as viscoelasticity and viscoplasticity.

Masad et al. (2005) included an isotropic damage in an elasto-viscoplastic model to describe the response of asphalt concrete pavements. Based on the damage model proposed by Masad et al. (2005) and after analyzing extensive set of experiments on asphalt concrete materials, a time- and temperature-dependent damage evolution function was proposed by Darabi et al. (2011; 2013) and implemented in PANDA, such that:
\[ \dot{\phi} = \Gamma^{vd}(T) \left( \frac{Y}{Y_0} \right)^{q} \left( \varepsilon_{\text{eff}} \right)^{k} f(T) \]  

where; \( \Gamma^{vd} = \text{viscodamage fluidity parameter} \), \( Y_0 = \text{reference damage force} \) which can be assumed to be unity, \( k = \text{material parameter} \); and \( \varepsilon_{\text{eff}} = \text{effective total strain defined as shown in Equatio} [162]. \)

\[ \varepsilon_{\text{eff}} = \sqrt{\varepsilon_{0}} \frac{\varepsilon_{0}}{E_{0}} \]  

A modified Drucker-Prager function is assumed for the damage force \( Y \):

\[ Y = P^{vd} - \alpha \bar{J}_2; \quad P^{vd} = \sqrt{\frac{3J_2}{2}} \left[ 1 + \frac{1}{d^{\alpha}} + \left(1 - \frac{1}{d^{\alpha}} \right) \frac{3J_3}{3J_2} \right] \]  

The terms \( J_1, J_2, \) and \( J_3 \) are the stress invariants; \( \alpha \) and \( d^{\alpha} \) being the material parameters associated with the damage model. [163] converts the multi-axial stress states to a damage force, which is a scalar considering the general applied multi-axial stress levels that drive damage evolution. It has been shown that the damage evolution function is sensitive to the confinement level, combined effects of deviatoric stress level, and distinguishes between extension and contraction loading modes (Dessouky, 2005; Tashman et al., 2005; Darabi et al., 2013).

As it will be illustrated in the next sub-section, accurate prediction of fatigue damage of asphalt concrete requires the incorporation of both damage and micro-damage healing mechanisms. Once the material is damaged, healing can occur either during the rest period when the applied load is negligible or under compressive load. As shown by several researchers (e.g., Litle and Bhasin, 2007) the micro-damage healing in asphalt concrete is due to two processes at the micro-scale, i.e. wetting and interdiffusion of molecular species between the crack faces. The micro-damage healing constitutive relationship implemented in PANDA is postulated to reflect these two processes (Abu Al-Rub et al., 2010):

\[ \dot{h} = \Gamma^{b}(T) \left(1 - \phi_{\text{eff}} \right)^{k} \left(1 - h \right)^{k} \]  

where \( \dot{h} = \frac{dh}{dt} \) is the rate of the healing variable and \( \Gamma^{b}(T) \) is the healing fluidity parameter that determines how fast the material heals which is a function of temperature \( T \).

**Importance of incorporating micro-damage healing:** It is commonly believed that micro-damage healing of asphalt binder and asphalt concrete occurs only during the rest period between the loading cycles at intermediate and high temperatures. While this could be true for elastic media with healing potential, the existence of a rest period between the loading cycles is not the only condition under which micro-damage healing occurs in time-dependent materials (e.g., viscoelastic materials) with healing potential such as asphalt concrete and asphalt binder. Residual (internal) compressive stresses can also aid in the micro-damage healing of asphalt concrete. To show the importance of incorporating micro-damage healing mechanism even during a cyclic test in tension. Figure 84 illustrates part of strain and stress responses during the cyclic displacement controlled test (CDC). In the CDC test, the stress remains tensile during a large portion of the loading history. During the unloading (i.e. when the strain rate is negative), however, compressive stresses are induced in the specimen. These compressive stresses cause the micro-crack free surfaces to wet (i.e., get close to each other) and undergo healing and crack closure.

This effect can be explained based on the fading memory of viscoelastic materials and the lag between stress and strain responses, the term \( \delta \) as shown in Figure 84. This is due to the fading memory effect (Coleman, 1964) and viscoelastic nature of asphalt concrete. In order to illustrate the effect of the fading memory, assume that the viscoelastic medium contains a single micro-crack of length \( a_0 \) at point “A” and the damage growth occurs when the tensile strain exceeds a threshold value (i.e. \( \varepsilon_{0}^{\text{Damage}} \)). Moving from point “A” to point “B” in Figure 84, the strain remains larger than \( \varepsilon_{0}^{\text{Damage}} \) and the induced stresses in the viscoelastic media are also tensile. Therefore, the micro-crack length increases by \( \Delta a^d \), such that the crack length at point “B” reaches \( a_0 + \Delta a^d \). However, fading memory causes the stresses induced in the material to relax and fade away with time. The increase in the strain level during the preceding loading stage has less effect on the stress level than the decrease in the strain level during the current unloading stage. Obviously, the negative increment in the stress due to the decrease in the strain level during the unloading stage is more than the positive increment in the stress due to the increase in the strain level during the preceding loading stage. Therefore, the viscoelastic medium feels compressive stresses at some point during the
unloading stage although the total strain is still tensile. Therefore, the crack length decreases when moving from point “B” to point “C” by the increment of $\Delta a^{UL}$.

The induced stresses are compressive during a small portion of the loading and deformation history for the tensile CDC test, such that $\Delta a^c$ is always greater than $\Delta a^{UL}$ (i.e., $\Delta a^c > \Delta a^{UL}$). Therefore, micro-cracks still propagate and increase in length when moving from point “A” to point “C”. However, accurate estimation of the damage density requires the incorporation of both $\Delta a^c$ and $\Delta a^{UL}$ components. It has been shown that it is necessary to incorporate the micro-damage healing constitutive relationship along with the damage model implemented in PANDA to accurately predict the fatigue response of asphalt concrete materials under general loading conditions (Darabi et al., 2013).

\[ \phi = \Gamma^{ad} f_1 \left( \frac{\overline{\varepsilon}}{K_0} \right)^q f_2 \left( \varepsilon_{eff} \right) \]

**Figure 84. Illustration of the healing mechanism induced during a cyclic strain-controlled test.**

**Calibration and validation of PANDA damage and micro-damage healing models:** One of the main issues that prevents the use of sophisticated mechanistic based constitutive relationships is the lack of a robust procedure to identify the parameters associated with such constitutive relationships. The main issue in this case is that most mechanisms occur simultaneously which makes it very difficult to assign unique values to each parameter. Developers of PANDA and their collaborators have thoroughly investigated this issue and proposed a systematic procedure to identify the parameters associated with PANDA damage model. The key in systematic calibration of such sophisticated constitutive relationships is to carefully design/select lab tests that show one or at the most two mechanisms at the same time. The damage parameters are extracted from laboratory tests that are conducted at relatively low temperatures (e.g., 5°C) to ensure that the induced viscoplastic strain is minimum and negligible. By analyzing the results of constant strain rate tests at relatively low temperatures but at different strain rates and having the nonlinear viscoelastic parameters in hand, the viscoelastic parameters can be extracted. Figure 3 shows the analysis results of constant strain rate tests in tension at 5°C. Guided by the evolution function in Equation [161], a general form is assumed for the damage evolution function as a function of the damage force $\overline{\varepsilon}$ and effective strain $\varepsilon_{eff}$, such that:
Figure 85 clearly shows that $f_1$ and $f_2$ follow a power-law form and the where the powers $k$ and $q$ are the slope of the lines extracted from constant strain rate tests.

Figure 85. Illustration of the procedure for calibration of PANDA damage model.

Figure 86 illustrates few samples of prediction of PANDA damage and healing constitutive relationships as compared to the cyclic stress-controlled and strain controlled experiments.

Figure 86. PANDA prediction of cyclic stress and strain controlled tests. (a) Stress-strain response in the CDC test (strain amplitude of 1200 $\mu$); (b) stress amplitude in the CDC test (strain amplitude of 1200 $\mu$); (c) strain amplitude in cyclic stress-controlled test at 19°C; (d) strain amplitude in cyclic stress-controlled test at 5°C.

The PANDA damage and healing models have been validated extensively against several lab databases. Recently, several researchers have successfully used the PANDA damage model to investigate effects of damage on response of asphalt concrete materials (e.g., Rushing et al., 2015; Caro et al., 2016; Castillo et al., 2016).

6.4. Fracture Methods
6.4.1. Elastic Fracture Mechanics

**Overview.** The first work to quantify fracture characteristics of materials was performed on materials that obey Hooke’s law ($F=kX$); all of the materials were linear elastic. 1960 is considered a tipping point, when significant research began on fracture theory outside of linear elastic materials, but work done to date is simply an extension of linear elastic fracture mechanics, or LEFM. Fracture mechanics is different from the traditional strength approach. In the traditional strength approach, some sort of applied stress produces a yield or tensile strength. However, in fracture mechanics, the applied stress produces fracture toughness, which is dependent on the existing flaw size. Whether the flaw is a notch or neck, the reduced area forces the stress to concentrate at the flaw location, and thus a crack is forced to begin at the flaw location.

This section will give a broad overview of the fundamental principles of elastic fracture mechanics, with approximately 2/3 of the content covering general development, and about 1/3 covering asphalt materials related development. A summary of the content is shown in Figure 87.

---

**Figure 87. Summary of elastic fracture mechanics.**

**Stress at tip of major axis.** The first indication of quantitative assessment of stress at a flaw location was put forth by Inglis in 1913. This work examined elliptical holes in flat plates. Assumptions include that the whole was not influenced by the plate boundary, so the plate width was much greater than $2a$, and the plate height was much greater than $2b$. Figure 88 shows a schematic of the setup and the stress at the tip of the major axis (Point A).
This work continued to investigate how $a$ increases relative to $b$, the elliptical hole becomes a sharp crack. However, a material that contains an infinitely sharp crack, should in theory fail with the application of an infinitely small load. This issue motivated Griffith to develop fracture theory based on energy versus stress.

**Griffith energy balance.** The Griffith energy balanced (Griffith, 1920) is founded on the first law of thermodynamics. Griffith postulated that when a system goes from a non-equilibrium state to an equilibrium state, there is a net decrease in energy. Therefore, a crack can only form, or an existing crack can grow, if the process causes the total energy to decrease or remain constant. This is shown in Equation [10].

$$\frac{dE}{dA} + \frac{dW_s}{dA} = 0$$  \[166\]
where; $E = \text{total energy}$, $dA = \text{incremental increase in crack area}$, $\Pi = \text{potential energy supplied by internal strain energy and external forces}$, and $W_s = \text{work required to create new surfaces}$.

From a different perspective, the crack will propagate if the energy available to extend the crack equals the energy required to propagate the crack. A similar schematic can be used for Griffith energy balance that was used for Inglis (Figure 2), but the analysis revolves around the total energy, potential energy, work created to form new surfaces, and the surface energy of the material. In addition, it is assumed that the plate width is much greater than 2a, and that plane stress condition prevail. These relationship are shown in Equation [167].

$$\frac{\pi \sigma^2 a}{E} = -\frac{d\Pi}{dA} = \frac{dW_s}{dA} = 2\gamma_s$$  \[167\]
where; $\sigma = \text{stress applied to sample}$, $a = \text{half-length of elliptical hole}$, $E = \text{Young’s modulus}$, and $\gamma_s = \text{surface energy of material}$.

**Stress intensity factor.** Assuming isotropic linear elastic material behavior, closed-formed solutions can be derived for specific crack configurations. Westergaard (1939) and Sneddon (1946) provided much of the foundational work in this area, specifically focusing on edge cracking and penny shaped cracking. Since the loading of a crack essentially creates a singularity at the crack tip (the stress continues to increase as the distance to the crack tip decreases), so it is convenient to replace the stresses in Equations [10] and [167] with a stress intensity factor $K$. The stress intensity can be shown in either opening (Mode I), shear in plane (Mode II), or shear out of plane (Mode III). This synthesis will only focus on Mode I, which is represented by $K_I$. When examining an edge crack in a semi-infinite plate with thickness $b$ (Figure 88 cut in half), the stress intensity factor ($K_I$) is simply a function of the applied stress ($\sigma$) and the notch length ($a$) as shown in Figure 89.
Figure 89. Stress intensity factor for edge crack.

A relationship can also be developed (Williams, 1957) for a penny shaped crack in the middle of a sample (a circle with radius $a$), as seen in Equation [168].

$$K_I = \frac{2}{\pi} \sigma \sqrt{\pi a}$$  \hspace{1cm} [168]

Irwin energy release. The final fundamental principle of elastic fracture mechanics that will be discussed, before moving onto asphalt materials related development, is the Irwin energy release (1956). While the theory is very similar to Griffith’s work, the form is much easier to solve for in engineering applications. Here, Irwin defined an energy release rate, $G$, that is dependent on the strain energy ($U$) and the work done by external forces ($F$), as seen in Equation [169].

$$G = -\frac{dU}{dA} = -\frac{d(U - F)}{dA}$$ \hspace{1cm} [169]

For an elastic body, the strain energy is simply the load multiplied by the displacement divided by two, while the external force is the load multiplied by the displacement. This allows for the area under the load/displacement curve to be divided by the area of the formed crack in order to find the energy. For an elastic material, a relationship between the energy release rate and stress intensity factor can be established with Young’s modulus, as seen in Equation [170].

$$G = \frac{K^2}{E}$$ \hspace{1cm} [170]

Elastic fracture in asphalt materials. With these fundamental principles of elastic fracture mechanics established, some examples of the principles applied to asphalt materials can be examined. These relatively early studies assume that asphalt concrete is a linear elastic material, which only occurs when the temperature is near or below the glass transition temperature of the asphalt binder. However, the concepts are still of interest to show how the field of cracking of asphalt materials has developed over the years.

In order to develop a crack growth law, Majidzadeh et al. (1972) began with Paris’ law ($dc/dN = AK^n$). Next, they utilized the stress fields ahead of a crack tip to develop the fatigue life in Equation [171].

$$N_f = \frac{c_i}{A \times K^n} \int dc$$ \hspace{1cm} [171]

where; $N_f = \text{number of cycles to failure}$, $c = \text{crack depth (initial and at failure)}$, $A$ and $n = \text{material constants}$, and $K = \text{stress intensity factor}$

This preliminary work demonstrated that Paris’ law and the crack growth law showed promise in predicting fatigue life of asphalt materials, and was able to show the effect of asphalt content, mixture density, and asphalt penetration values. A second study that utilized linear elastic fracture (Sulaiman and Stock, 1995), compared LEFM to elastic-plastic data using the $J$-integral. Among other findings, the research found the relationship between $K_I$ and RAP content, as seen in Figure 90.
The conclusion from Figure 90 was that the quantity of RAP does not have an effect on the stress intensity factor, regardless of the testing temperature. In addition, they were not able to collect stress intensity factor data at temperatures greater than +5°C, as they postulated that the plastic zone at the crack tip became too large to apply the linear elastic theory. A key conclusion from this study, however, was that the stress intensity factor is not constant, which implies that it is improper to model asphalt materials using elastic fracture theory.

6.4.2. Distributed Continuum Fracture (DCF)

Overview. Cracking in a material that is loaded repeatedly is the net result of fracture and healing. Distributed Continuum Fracture (DCF) uses the fact that asphalt mixtures are built with a distribution of air voids of various sizes. It then develops criteria for the growth and coalescence of these air voids into increasingly larger distributed cracks. The mechanics rule for the growth of these cracks has the same form as Paris’ Law and demonstrates the importance for mixture performance of initial air voids and the surface free bond energy and its sensitivity to moisture and aging. Figure 91 summarizes the timeline of the development of the DCF, the key elements, and relevant literature.

Table 8 summarizes the testing equipment and the brief times required to measure the DCF properties. They are complemented by the DCF healing properties which are the counter-fracture material properties of an asphalt mixture. The viscoplastic properties of an asphalt mixture are used to predict the permanent deformation and are determined using the same testing equipment and mechanics approach.
Figure 91. Summary of the Distributed Continuum Fracture (DCF).

Distributed Continuum Fracture Principles
The core principles governing the DCF approach include the balance equations, crack initiation criteria, crack growth criteria, and the need for related material properties.

Balance Equations (Force Balance). The force equilibrium principle states that the apparent force assumed to be carried by the entire cross section of the specimen equals the true force carried by the intact material (Luo et al., 2013b; 2013c; 2014a; 2014b):

$$\sigma^A A = \sigma^T (A - S)$$  \[172\]

where; \(\sigma^A\) = apparent stress measured from the test, \(A\) = cross sectional area of the specimen, \(\sigma^T\) = true stress in the intact material, and \(S\) = total area of cracks on the cross section of the specimen.

Balance Equations (Energy Balance). The energy balance principle states that any kind of true energy within the intact material equates to its counterpart from the apparent measurement. This is because only the intact material can store, release and dissipate energy while cracks cannot. The energy balance is established for four types of energy (Luo et al., 2013b; 2013c; 2014a; 2014b):

- dissipated strain energy (DSE), which represents the energy dissipated in a loading cycle due to the viscoelastic effects of the material and possible cracking and permanent deformation;
- recoverable strain energy (RSE), which represents the stored energy that can be recovered after removing the load;
- dissipated pseudo strain energy (DPSE), which represents the energy dissipated only for developing cracking and permanent deformation with removal of all of the viscoelastic effects; and
- total pseudo strain energy (TPSE), which represents the total energy dissipated excluding the recoverable strain energy.
• recoverable pseudo strain energy (RPSE), which represents the stored and recovered energy corresponding to the elastic effect of the material after removing all of the viscoelastic effects.

The balance equations established for the above four types of energy are listed as follows:

1) DSE balance equation: \( \text{DSE}^A = \text{DSE}^T \)  
2) RSE balance equation: \( \text{RSE}^A = \text{RSE}^T \)  
3) DPSE balance equation: \( \text{DPSE}^A = \text{DPSE}^T \)  
4) RPSE balance equation: \( \text{RPSE}^A = \text{RPSE}^T - \text{RPSE}^F \)

where; \( V_n \) = volume of the asphalt mastic in one layer of the asphalt mixture specimen, whose thickness equals the mean film thickness; \( V_r \) = volume of the asphalt mastic that is subjected to a relaxation process and releases RPSE during the crack growth, which is calculated by:

\[
V_r = \frac{2}{3} M_n \pi^2 \bar{r}_n^3 - \frac{2}{3} M_i \pi^2 \bar{r}_i^3
\]

where; \( \bar{C}_r \) and \( \bar{C}_N \) are average initial crack size before crack growth and average new crack size after crack growth, respectively; \( M_i \) and \( M_N \) are the number of initial cracks and number of new cracks, respectively; \( \gamma \) is the surface energy density; and \( \Delta S \) is the area of all newly created cracks, which is expressed as:

\[
\Delta S = 2M_N \pi \bar{c}_N^2 - 2M_i \pi \bar{c}_i^2
\]

**Crack Initiation Criteria (Tensile Loading).** A general form of energy-based crack initiation criterion for visco-elastic-plastic materials is (Luo et al., 2014b):

\[
\frac{d}{dA_i} \left[ w_r^T V_r - \left( w_n^T V_n + \gamma A_i \right) \right] = 0
\]

where; \( w_r^T \) = released pseudo strain energy in the local energy release zones, \( V_r \) = total volume of the local energy release zones, \( w_n^T \) = consumed or dissipated pseudo strain energy in the local nonlinear zones, \( V_n \) = total volume of the local nonlinear zone; \( \gamma \) = surface energy per unit area, and \( A_i \) = crack surface area. In a tensile repeated load test, the general form becomes:

\[
\text{RPSE}^T \pi c_0 - \frac{9}{8} \text{DPSE}^T \pi c_0 - \Delta G_i = 0
\]

where \( \Delta G_i \) = bond energy, which equals \( 2\gamma \) and very sensitive to moisture and aging.

**Crack Initiation Criteria (Compressive Loading).** The same principle of Equation [179] was used to derive the crack initiation in compression. The only difference under compressive loading lies in the different \( V_r \) and \( V_n \) from that in tension. The crack initiation criterion in compression is defined by (Zhang et al., 2014)

\[
\text{RPSE} - \frac{1}{2} \text{DPSE} = \frac{7}{6} \pi \frac{\Delta G}{c}
\]

where; \( \text{RPSE} = (\sigma_1^2 + \sigma_2^2 + \sigma_3^2)/(2E_R) + 2(1+\nu_R)(\sigma_1\sigma_2 + \sigma_2\sigma_3 + \sigma_3\sigma_1)/E_R \) = recoverable pseudo-strain energy (density), \( E_R \) and \( \nu_R \) = reference modulus and Poisson’s ratio which are derived to be Young’s modulus and elastic Poisson’s ratio. \( \text{DPSE} = \) dissipated pseudo-strain energy (density) due to the accumulation of the VP deformation, and \( \text{DPSE} = \int_0^t \sigma_{ij} \dot{e}_{ij}^{VP} dt \), and \( c \) = average air void radius that is also the critical crack size at which crack starts to grow, and one has (Zhang et al. 2014):

\[
c = 0.0037(\%AV)^2 + 0.0071(\%AV) + 0.5583 \quad R^2 = 0.7431
\]

where; \( \%AV \) = air void content of asphalt mixture in percentage. \( \Delta G \) = bond energy of the asphalt mixture, which represents a combined bond energy for cohesive fracture and adhesive fracture. A higher temperature induces more percentage of cohesive fracture and therefore leads to a lower bond energy for the mixture.
Crack Growth Criteria (Repeated Tensile Loading and Creep Tensile Loading). Damage density is the ratio of the total area of cracks on a cross section to the cross sectional area. The total area of cracks consists of the pre-existing flaws and the newly created crack surface due to crack growth. Based on the characteristics of the number of cracks as they vary with the increasing number of repeated loads, the cracking history of a multitude of distributed cracks is divided into three phases (Luo et al. 2014a):

I. Formative phase: more and more microcracks are generated and the size of microcracks increases;
II. Coalescent phase: the microcracks start to merge and coalesce when the size increases to a specific value, and the number of cracks reaches its peak value. After that, the number of cracks keeps decreasing while the microcracks continue coalescing.
III. Unitary phase: at the end of the coalescent phase, microcracks have formed a few macrocracks, which dominate the failure of the material and structure.

The modified Paris’ law is formulated based on the damage density to simulate the growth of a multitude of cracks in asphalt mixtures. The formulation is given by the following relationship (Luo et al., 2013d):

\[
\frac{d\phi}{dN} = A'(J_c)^n
\]

where: \(\phi\) = damage density; \(A'\) and \(n'\) = modified Paris’ law parameters associated with the evolution of the damage density; and \(J_c\) = pseudo \(J\) integral

Crack Growth Criteria (Repeated Compressive Loading and Creep Tensile Loading). The same concept for damage density in tension is used to quantify the crack evolution of asphalt mixtures in compression. The modified Paris’ law in Equation [183] is also employed to model the crack growth in compression (Zhang et al., 2013). However different damage processes are identified in compression than that in tension due to significant viscoplastic deformation introduced before cracking. Three phases were also identified:

I. Densification phase: air voids and flaws are compressed and tend to vanish due to the external compressive load. This corresponds to the primary stage in a repeated load test and the initial transition period in a monotonic load test. During this period, dynamic modulus increases and phase angle decreases.
II. Viscoplastic phase: asphalt mixtures accumulate significant viscoplastic deformation during this period and become strain/work hardened. This corresponds to the secondary stage in the repeated load test and the before-peak yielding period in the monotonic load test. Dynamic modulus declines due to nonlinear viscoelastic and viscoplastic deformation, however phase angle remains unchanged.
III. Viscofracture phase: asphalt mixtures experience a saturated viscoplastic hardening at the end of phase II, thus the energy introduced by the external compressive load cannot be dissipated for plastic deformation, but has to be consumed for creating new cracks. This corresponds to the tertiary flow stage in the repeated load test and the after-peak softening period in the monotonic load test. Dynamic modulus declines in a much quicker rate and phase angle starts to increase.

Material Properties. There are several key undamaged and damaged material properties that need to be determined within the DCF. These properties are summarized in Table 7.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile</td>
<td>Undamaged Material Properties</td>
</tr>
<tr>
<td></td>
<td>Tensile complex modulus (magnitude and phase angle); Quasi-compressive complex modulus (magnitude and phase angle); Endurance limit</td>
</tr>
<tr>
<td>Compressive Surface Energy</td>
<td>Compressive complex modulus (magnitude and phase angle); Time-temperature shift factors</td>
</tr>
<tr>
<td></td>
<td>Surface energy of cohesion; Surface energy of Adhesion</td>
</tr>
<tr>
<td></td>
<td>Damaged Fracture Properties</td>
</tr>
<tr>
<td>Tensile</td>
<td>Damage density; Average crack size; Number of cracks; Modified Paris’ Law coefficient (A') and (n'); Cracking energy dissipation rate; Percentage of cohesive cracking; Percentage of adhesive cracking</td>
</tr>
</tbody>
</table>
Compressive Internal friction angle; Cohesion; Strain hardening magnitude and rate; Activation energy for cohesion; Perzyna’s viscosity and rate coefficients; Average crack size; Activation energy for mixture bond energy; Modified Paris’ Law coefficients

Testing Equipment and Implementation.
The DCF parameters are characterized using material properties determined by experimentation. Table 8 summarizes the properties, test methods, required time (independent of any conditioning time), and test equipment for the DCF model.

<table>
<thead>
<tr>
<th>Material Properties</th>
<th>Test Methods</th>
<th>Time Required</th>
<th>Testing Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viscoelasticity</td>
<td>Nondestructive Repeated Direct Tensile Test</td>
<td>~ 5 min</td>
<td>Material Testing System</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(MTS)</td>
</tr>
<tr>
<td></td>
<td>Compressive/Tensile Creep Test</td>
<td>~ 3 min</td>
<td>Universal Testing Machine</td>
</tr>
<tr>
<td></td>
<td>Dynamic Modulus Tests</td>
<td>~ 30 min</td>
<td>(UTM) or MTS</td>
</tr>
<tr>
<td>Endurance Limit</td>
<td>Nondestructive Repeated Direct Tensile Test</td>
<td>~ 30 min</td>
<td>MTS</td>
</tr>
<tr>
<td>Viscoplasticity and Viscofracture</td>
<td>Uniaxial/Triaxial Strength Test</td>
<td>~ 5 min</td>
<td>UTM or MTS</td>
</tr>
<tr>
<td></td>
<td>Destructive Repeated Compressive Load Test</td>
<td>&lt; 2 hrs.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Destructive Repeated Direct Tensile Test</td>
<td>~ 16 min</td>
<td></td>
</tr>
<tr>
<td>Healing</td>
<td>Creep and Step-loading Recovery Test</td>
<td>~ 3 min</td>
<td>MTS</td>
</tr>
<tr>
<td>Stiffness Gradient</td>
<td>Nondestructive Direct Tensile Test</td>
<td>~ 16 min</td>
<td></td>
</tr>
</tbody>
</table>

Computer Prediction of Cracking. Cracking is the net result of fracture and subsequent healing. In the field, the stress state is neither pure tension nor pure compression, but a complex three dimensional stress. Furthermore, cracks and rutting can occur simultaneously and both contribute to permanent (irrecoverable) deformation. Modelling crack tip stress/strain field and simulating single crack growth make nonsense to asphalt pavement performance prediction as multiple and distributed cracks can be initiated under moving and repeated traffic loading. For a realistic computational prediction of asphalt pavements, the cracking damage (viscofracture) has to be coupled with viscoelastic and viscoplastic deformation via using the effective (true) stresses in constitutive relations, as presented in Zhang et al. (2016).

The coupling of multiple physics (viscoelasticity, viscoplasticity, viscofracture, healing, aging, etc.) in a computer program (e.g. Abaqus) has been achieved to an extent via coding user-defined material subroutine. However the issues caused by non-convergence, low-efficient iteration, and circular dependency have never been completely resolved, which has limited the practical applications of the advanced mechanics models. The weak form partial differential equation (PDE) based finite element technology has demonstrated a powerful capacity for multi-physics coupling (Zhang et al., 2016). The viscoelastic-plastic-fracture (VDPF) models have been implemented in FE program to accurately predict mixtures’ behaviors without a need of programming material subroutines.

Approximate Fatigue Equations. From a theoretical perspective, fracture mechanics can be used to predict \( N_f \). One approach begins with the modified Paris’ Law. Applying this law to the growth of the air voids with repeated loads, the number of load repetitions to reach failure is (Glover et al., 2016):

\[
N_f = \frac{(1-\phi_0)^{1-qn}}{A(r\sigma d)^n(1-qn)}
\]

where; \( \phi_0 \) = initial air voids content, \( r \) and \( q \) are calibration coefficients relating the \( J_{R0} \) to the damage density, \( \sigma \) = stress applied by the traffic, and \( d \) = thickness of the layer in which the cracks grow. If the changes of \( A \) and \( n \) with age are known, the effect of aging on \( N_f \) can be determined. Because \( A^f \) in this equation is proportional to \( (E\Delta G)^{1+\phi_0^{0.5}} \), the bond energy, \( \Delta G \), and initial air voids are important factors in fatigue fracture.
Summary
The objectives of the DCF model are as follows:

- By using measurable material properties in predicting fracture, not only rank mixture but predict how mixture will perform in different climates (e.g. solar radiation, relative humidity) by traffic loads.
- To determine, measure, and catalog mixture properties that can be used for specification limits.
- To make the prediction of the remaining life of pavements a reliable tool in pavement management and pavement design.

Within this model the important material properties are:

- Modified Paris’ Law coefficients
- Bond energy and how moisture and aging change it
- Air voids
- Original undamaged tensile and compressive properties
- Endurance limit, crack growth criteria will set design and prediction criteria (healing criteria will permit the selection of the best of binder for heavy traffic pavements)

6.4.3. C* Fracture Test

The C* Fracture Test (CFT) was identified as a promising test to evaluate crack propagation and obtain the fracture mechanics based C* parameter, which considers the time-dependent creep behavior of the materials. This section describes the development and adaptation of this test for asphalt concrete. Figure 92 provides an overview and summary of this development effort.

<table>
<thead>
<tr>
<th>Timeline</th>
<th>Key Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970</td>
<td>Majidzadeh introduces fracture mechanics to asphalt concrete mixtures.</td>
</tr>
<tr>
<td>1976</td>
<td>Landes and Beagley use the C* parameter to describe stresses and strains surrounding crack tip region in metals at high temperatures.</td>
</tr>
<tr>
<td>1983</td>
<td>Abdulshafi O. introduces the C* Line Integral and apparatus to asphalt mixtures using 4-inch diameter Marshall specimens.</td>
</tr>
<tr>
<td>1988</td>
<td>Abdulshafi A. and Kaloush use the C* fracture to rank crack resistance of modified and unmodified asphalt mixtures.</td>
</tr>
<tr>
<td>1989</td>
<td>Vinson et al documents the use of the C* fracture in a SHRP A-306 report based on research conducted by Abdulshafi O. et al.</td>
</tr>
<tr>
<td>2010</td>
<td>Kaloush et al. modify the apparatus and use 6-inch diameter gyratory specimens.</td>
</tr>
<tr>
<td>2013</td>
<td>Stempihar provides final recommendations for sample geometry, temperature range, loading rates and analysis process</td>
</tr>
</tbody>
</table>

Key Publications

Figure 92. Summary of development of C* Line Integral test.

The C* Line Integral. The CFT has been used to a limited extent in asphalt concrete cracking evaluation and was identified as a promising test method (Vinson et al., 1989). The test provides a fracture mechanics parameter (C*) and also the crack growth rate (a*). The C* parameter obtained from this test considers the time-dependent
behavior of asphalt and can be converted to the stress intensity factor ($K$) when elastic behavior of asphalt concrete prevails at low temperatures. Since its application to asphalt mixtures by Abdulshafi (1983), the $C^*$ Line Integral has been used to successfully rank crack resistance of asphalt pavements with modified and unmodified asphalt (Abdulshafi, 1983; Abdulshafi and Kaloush, 1988; Kaloush et al., 2010). Recently, a standard test procedure was documented along with a refined data analysis process (Stempihar, 2013).

$C^*$ Parameter. The $C^*$ parameter was first applied to fracture mechanics by Landes and Begley (1976) to describe the stresses and strains surrounding the crack tip region in metals at high temperatures. $C^*$ can be described as an energy rate line integral that describes the stress and strain rate field surrounding the crack tip in a viscous material. This parameter was developed based on the $J$-integral which describes the crack tip conditions in elastic or elastic-plastic materials (Landes and Begley, 1976; Wu et al. 1984; Anderson, 2005). However, the $C^*$ parameter can provide a more general case for materials that exhibit brittle and creep fracture (Abdulshafi, 1992). For stationary steady-state creep conditions, $C^*$ is a parameter which relates the creep power dissipation rate to crack propagation (Wu et al., 1984). It is important to note that this parameter assumes a nonlinear and steady-state creep law, which means that $C^*$ is only applicable to long-term behavior. In addition, the authors note that $C^*$ is not applicable to characterize creep crack growth in all ranges of cracking behavior.

Experimental measurement of $C^*$ can be accomplished due to the relationship between the $J$-integral and $C^*$ parameter. $J$ is defined as the energy difference between two specimens that have incrementally differing crack lengths for the same applied load. In comparison, $C^*$ can be calculated as power or energy rate difference between two specimens, loaded the same, with incrementally differing crack lengths (Landes and Begley, 1976). Given two identical specimens with different crack lengths, $C^*$ is a measure of the change in power necessary to propagate each crack a distance of “$dl$” within the material. Mathematically, $C^*$ can be expressed by Equation [185]. Since potential energy is a function of crack length, load and displacement, the partial derivative must be taken for a fixed load ($P$) and displacement ($\dot{u}$). The potential energy can be found as the area under the load-displacement rate curve for any given specimen (Landes and Begley, 1976). Equation [185] presents the calculation of the $C^*$ parameter (Abdulshafi 1983).

$$C^* = \left( -\frac{1}{b} \frac{dU^*}{dl} \right)_{P, \dot{u}}$$

[185]

where; $U^*$ = power or energy rate for a given load, $P$ and displacement $\dot{u}$, given by, Equation [186] and $b =$ specimen thickness.

$$U^* = \int_0^\dot{u} Pd\dot{u}$$

[186]

Experimental evaluation of the $C^*$ method can be accomplished using the graphical method proposed by Landes and Beagley (1976) and summarized in the following steps which are shown graphically in Figure 93.

1. For static loading, plot load ($P$) and crack length ($a$) as a function of time.
2. Use Step 1 data to plot load divided by specimen thickness ($P/b$) versus displacement rate ($\dot{a}$) for each incremental crack length ($a$). The area under each $P-\Delta a$ curve per incremental crack length represents the power or energy rate ($U^*$).
3. Plot $U^*$ versus crack length for each displacement rate. $C^*$ is taken as the slope of a linear fit of these data.
4. Plot $C^*$ and $a^*$ versus displacement rate, and
5. Plot the crack growth rate ($a^*$) as a function of $C^*$ on a log-log plot.
Figure 93. Graphical steps to determine $C^*$ parameter.

$C^*$ Fracture Test Setup. The CFT apparatus is based partially on the setup developed by Abdulshafi (1983) and modified by Kaloush et al. (2010). Two stainless steel loading plates (3 mm thick) with right-angled edges are used to form the loading plates placed in the right angle, notched cut. Loading is transferred to the specimen using a modified Lottman Breaking Head that applies a point load at a distance halfway along each notch face. Figure 94 presents a schematic of the CFT apparatus and photo of an actual specimen loaded into the apparatus. Frictionless lubricant is applied to the faces of the plates which contact the loading head. The dimensions of the modified loading head which mounts to the top plate of the Lottman Breaking Head are presented in Figure 95.

Figure 94. $C^*$ Fracture Test setup.

Figure 95. CFT loading head dimensions.

Specimen Preparation and Testing. Stempihar (2013) evaluated the specimen geometry for the CFT. CFT specimens are produced by cutting two 50 mm thick specimens from the center of a 150 mm diameter by 170 mm tall gyratory compacted sample. A right-angle notch (25 mm deep) was carefully cut into the specimen using a water-cooled diamond blade and a jig to hold the specimen. The specimen was rotated 45° in each direction from the vertical centerline to facilitate cutting the notch edges vertically. Next, a diamond coated scroll saw blade was used to introduce a 3 mm deep by 1.6 mm wide initial crack into the specimen. Finally, the specimen face was painted...
white using acrylic paint and 10 mm incremental lines were marked on the specimen face to monitor crack progression during the test. Figure 96 presents the sequence of specimen preparation.

![Figure 96. Specimen preparation sequence.](image)

The CFT is conducted using a servo-hydraulic, Universal Testing Machine with 100 kN load capacity and environmental control chamber. Tests are conducted in the range of 4.4 - 10°C, with initial displacement rates of 0.15 and 0.30 mm/min, respectively. For each mixture, testing is carried out at a minimum of four loading rates with two replicates at each rate. Crack propagation rate is captured using a high definition digital video camera and crack length versus time measurements are extracted visually from video playback. Figure 97 presents an example of a cracked specimen at the completion of a test.

![Figure 97. Example of crack specimen at the completion of CFT.](image)

*Test Results Demonstration.* Stempihar (2013) conducted CFT on a control and rubber modified mixtures with warm mix additives using a UTM-100 test equipment at 4.4°C and test data are presented in Table 9. Crack growth rate was plotted as a function of C* for each mixture and is presented in Figure 98 and modeled using a power function. The author concluded that the PG64-22AR mixture exhibits better resistance to crack propagation compared to the PG76-22 unmodified mixture at 4.4°C. For a C* value of 0.05 MJ/m²-hr, the crack propagation rates are 5.0 m/hr and 1.1 m/hr for the unmodified and asphalt-rubber mixtures, respectively. The CFT results, tested at 4.4°C, indicate that the test is able to capture differences in crack propagation between an unmodified and asphalt-rubber mixture.

<table>
<thead>
<tr>
<th>Temp. (°C)</th>
<th>Mixture</th>
<th>Displacement Rate (mm/min)</th>
<th>Crack Growth Rate (m/hr)</th>
<th>C* (MJ/m²-hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.4</td>
<td>PG76-22 WMA</td>
<td>0.150</td>
<td>1.13</td>
<td>2.207E-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.228</td>
<td>1.41</td>
<td>3.705E-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.264</td>
<td>4.46</td>
<td>4.420E-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.300</td>
<td>5.62</td>
<td>4.981E-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.378</td>
<td>8.17</td>
<td>5.861E-02</td>
</tr>
<tr>
<td></td>
<td>PG64-22 AR WMA</td>
<td>0.300</td>
<td>0.81</td>
<td>3.282E-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.450</td>
<td>1.18</td>
<td>5.215E-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.600</td>
<td>1.30</td>
<td>7.301E-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.750</td>
<td>1.86</td>
<td>9.537E-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.900</td>
<td>3.62</td>
<td>1.179E-01</td>
</tr>
</tbody>
</table>
7. Healing

While the majority of interest in cracking focuses on the development and propagation of cracks, an equally important component of fatigue is the ability of asphalt cement to self-heal, i.e., to erase the effects of microdamage. The term healing can also be applied to indicate the recovery of mechanical properties after allowing a sample to rest for a period of time. However, this definition is imprecise as the viscoelastic nature of asphalt means that apparent recovery of mechanical properties can occur simply due to viscoelastic relaxation processes. Thus, in reviewing the literature one must be keenly aware of this fact in order to differentiate between true healing (according to the definition in the first sentence) and what can only be properly described as apparent healing.

The true healing phenomenon has been recognized to affect asphalt concrete behavior since at least the 1960’s (Bazin and Saunier, 1967), and has been attributed as a key factor underlying the inability of laboratory experiments to match field fatigue cracking observations (Finn et al., 1977, Lytton et al. 1993). The phenomenon with respect to asphalt concrete mixtures has been studied extensively in the literature (Raithby, 1972; Witzak, 1976; Babissi, 1983; Kim et al., 1990; Little et al., 1997; Lee and Kim, 1998; Carpenter and Shen, 2006; Kim and Roque, 2006). A physical basis for the phenomenon generally centers around the process suggested by Wool and O’Connor (DATE), wherein healing manifests in a series of five steps; (a) surface rearrangement, (b) surface approach, (c) wetting, (d) diffusion, and (e) randomization. Little et al. (1997) and Little and Bhasin (2007) provide a detailed overview of the Wool and O’Connor approach, but even without the details it is clear based on the fact that diffusion takes place that healing is a time and temperature dependent process. Ayer et al. (2016) also provide an overview of the key factors that affect this phenomenon.

The specific nature of this process is asphalt binder dependent, but Kim et al. (1990) found correlations between a healing index and the presence of longer and less branched aliphatic hydrocarbons. Bhasin et al. (2011) used molecular dynamics simulations to investigate the effect of binder molecule characteristics and also found correlations between self-diffusion and chain length and branching. Little et al. (2001) reports on healing from a surface energy viewpoint and reports strong correlations between the rate of healing and the nonpolar components of the surface energy (long-term healing rate) and the acid-base component of the surface energy (short-term healing rate). Bommavaram et al. (2009) attempted to characterize these rates by measuring the change in deformation resistance with a dynamic shear rheometer over time between two initially separated asphalt binder surfaces and was able to detect differences in fast and slow healing rates for five different asphalts.

7.1. Continuum Damage Healing

Overview. Most healing theories are inherently limited to conditions where continuum theories apply. When cracks localize the faces of the resulting macrocrack are often too far apart to facilitate the wetting and diffusion process. This behavior does not mean that healing is irrelevant in macrocracked bodies, in fact the zone at the tip of the crack may contain defects that are small enough that healing can take place. However, a majority of the approaches focus on this, pre-localization area (Kim et al., 1990; Carpenter and Shen, 2006; Kim and Roque, 2006). The application
to bodies wherein the damage process is described using a continuum damage model began in the work of Kim (1988) who used the pseudo strain concept to calculate the magnitude of pseudo strain energy recovered during a rest period. The pseudo strain approach was used to eliminate the time-dependent relaxation (what they referred to as mechanical healing) and isolate only the true healing (they referred to as chemical healing).

Lee and Kim (1998) were the first to incorporates healing into the then current version of the VECD model. The authors performed experiments wherein a rest period was introduced after the application of several cycles of load (referred to herein as group-rest experiments). The key experimental observation was that during the rest periods the pseudo-stiffness, $C$, would increase, and upon reloading it would continue to decrease. The decreasing pattern was found to occur at a faster rate until the pseudo-stiffness that existed before the rest period was reached. At this point the pseudo-stiffness would continue to decrease in the same pattern as the unhealed material. They postulated that the re-damage of healed material constituted a second type of damage and therefore introduced a second damage parameter into the VECD formulation. This second damage parameter, $S_2$, carried the same form as the primary damage parameter, $S_1$. They also hypothesized that the increase in pseudo-stiffness during the rest period would constitute a third type of material state, and formulated a healing function based on the change in the pseudo-stiffness with respect to this third state variable, $S_3$. To verify their model random load tests where rest periods were introduced at random intermittent periods were conducted.

The inclusion of multiple state variables and pseudo stiffness terms complicates the use of Lee and Kim’s formulation, and a simplification involving only a single damage function was proposed in Roque et al. (2010). The approach devised first consolidated the general patterns of healing that others recognized (Daniel and Kim, 2001; Kim et al., 2002; Kim et al., 2003) and are demonstrated in Figure 99. These patterns essentially suggest that healing results in an increase in the pseudo-stiffness of the material and that this increase is dependent upon the temperature and time (expressed as reduced time), the level of damage that existed at the time when the rest period began, $S_c$, and the amount of damage that had occurred since the previous rest period was introduced, $\Delta S_c$.

The authors then formulate a single damage parameter version of Lee and Kim’s model by devising a ratcheting scheme where damage increases during loading, but recovers during unloading according to the single damage characteristic function derived from non-rest period experiments (as in Section 6.3.1). The basic concept of the simplified model is schematically diagrammed in Figure 100. In this diagram the damage characteristic curve is shown for the first three cycles of loading. The points evenly labeled (0, 2, 4) represent the pseudo stiffness values at the beginning of load pulses 1, 2 and 3. The points labeled with the odd numbers 1, 3, and 5 represent the pseudo stiffness values at the end of load pulses 1, 2 and 3. The single damage parameter model will predict that during the first cycle damage will grow from point 0 to point 1. The simplified model would then suggest that during some rest period that the material would heal back to point number 2. Then when loading began for the second cycle the damage would grow to point number 3. Upon resting after the end of the second cycle healing would increase the pseudo stiffness to point number 4. Finally, after the third loading cycle the damage would grow to point number 5. In total there are then three different segments where damage is assumed to occur in the virgin material; 1) from point 0 to point 1, 2) from point 1 to point 3 (2nd cycle), and finally from point 3 to point 5 (3rd cycle). Similarly there are only two different segments where damage is assumed to occur in the healed material; from point 2 to point 1 (2nd cycle) and from point 4 to point 3 (3rd cycle). Between all of these points though a single damage function, $C(t(S_1))$, is used to compute the damage.
The model itself was characterized by first simulating a matrix of rest periods, damage levels, and damage increments using Lee and Kim’s model and then regressing a function, Equation [187], to describe the change in pseudo stiffness during rest. During reloading the model would continue to grow damage according to the same damage function as before.

\[
\frac{\Delta C_{\text{Heal}}}{C} = \frac{\kappa}{1 + \left( \frac{\beta}{\xi_{\text{rest}}} \right)^\gamma}
\]

where: \( \kappa, \beta, \gamma, \delta \) = coefficients characterized from regression of Lee and Kim’s model (see Roque et al., 2010 for the details) and \( \xi_{\text{rest}} \) = duration of rest period in reduced time.

The Lee and Kim model and the resulting simplification described above have one key limitation in that the formulas are not bound and the model can mathematically predict pseudo stiffness increases beyond the initial, undamaged pseudo-stiffness of the material. When testing consists of groups of cycles followed by a rest period the shortcoming is not evident since each loading block will introduce a larger change in the total damage. However, Roque et al. (2010) demonstrated how a loading pattern with a single load pulse followed by a rest period (pulse-rest loading) could result in illogical predictions. As a result, they devised an empirical factor (referred to as a healing potential factor) that supposed the healing potential of asphalt diminished as it was damaged and re-damaged multiple times.

Karki (2014) presents a very similar ratcheting approach to healing, but in his case the healing of the material is tracked through a change in damage, \( S \), instead of a change in pseudo-stiffness. Patterns of material recovery (e.g., increase of modulus after a rest period) are experimentally observed and used to characterize the proposed healing functions. This model successfully predicted the damage-healing response of asphalt fine aggregate matrix. The loading was applied in a group-rest pattern, and no verification was presented with respect to pulse-rest loading.

While the issue of single loading pulse followed by a single rest period was evaluated extensively in the 1960’s and 1970’s, it has recently reemerged in two highly related studies. During NCHRP 9-44A, healing was a primary mechanism supporting the existence of an endurance limit. Zeiada (2012) proposed that the endurance limit was defined as the strain level for which the healing (in his case healing was defined as the combination of time-dependent relaxation and true healing) that took place during the rest period completely reversed the effect of damage during the pulse. Experiments were conducted using three mixtures and multiple rest periods in order to characterize a regression model to predict the strain value at which this balance took place.

Underwood and Zeiada (2014) used this same data to propose a so-called smeared healing model where the effect of rest period was implicitly included in the damage function. In this approach, fatigue experiments with rest periods were used to establish the damage characteristic function (\( C \) vs. \( S \) function) of the S-VECD model. Mathematically the process involved modifying the pseudostrain function to account for the pulse-rest nature of loading. The authors demonstrate expected trends with respect to the effect of healing (e.g., greater impact from longer rest periods and high temperatures).
Ashouri (2014) investigated both pulse-rest loading and group-rest loading. With respect to group-rest loading a mechanistic-phenomenological approach consisting of a horizontal shifting scheme to develop healing mastercurves as a function of pseudo stiffness recovery, rest period, and increment of damage were devised. For pulse-rest loading, Ashouri combined the smeared damage approach with a phenomenological observation of similarities between the resultant smeared damage functions. A shift factor was introduced into the damage rate function, see Equation [188], in order to provide a complete damage function inclusive of any specified rest period, R_{P}.

\[
\frac{dS}{d\xi} = h(C, R_{P}) \left( -\frac{\partial W^k}{\partial S} \right)^\alpha
\]

[188]

### 7.2. Distributed Continuum Healing

**Overview.** Cracking in a material is the net result of fracture under repeated loading and healing between load applications. Distributed Continuum Healing (DCH) uses the fact that asphalt mixtures are constructed with numerous air voids of various sizes which grow in size with repeated loading and which close and heal during the rest period between load applications. Designing asphalt mixtures to resist cracking requires the selection of a combination of binder and aggregate that not only resists fracture but also heals quickly during rest periods. Much of the well-known lab-to-field fatigue life shift factor is due to healing. Using the healing tests and analysis described here it is possible to select the best binder to heal quickly under heavy traffic conditions and thus achieve the maximum extension of the fatigue cracking life of that pavement. The tests that measure the healing properties are rapid (a matter of minutes) using commercial standard equipment. Healing rate predictions use the undamaged properties of a mixture in tension. Figure 101 summarizes the timeline of the development of the DCH, the key elements, and relevant literature.

**Timeline**

- **1971** Ahquist and Nix measure the internal stresses during creep of alloys
- **1987** Teoh et al. apply the modified strain transient dip test to determine the internal stresses for polyvinyl chloride
- **2013** Luo et al. design the creep and step-loading recovery (CSR) test to measure the internal stresses for asphalt mixtures
- **2014** Luo et al. develop the Energy-Based Mechanistic (EBM) approach and the concept of Distributed Continuum Fracture (DCF) to model fatigue damage in asphalt mixtures
- **2015** Luo et al. develop the approach to measure the endurance limit and bond energy from repeated tensile load test about 30 minutes
- **2016** Luo et al. apply the EBM and DCF to analyze the CSR data to obtain the damage density evolutions in both loading (cracking) and unloading (healing) phases
- **2017** Luo et al. use the damage density evolution curves determined from the CSR test using EBM to obtain healing curves and healing parameters

**Overview Image**

![Creep and Step-Loading Recovery (CSR) Test](image)

**Key Functions**

- **Pseudo Strain Function**
  \[
  \varepsilon' = \frac{1}{E} \int E(\varepsilon - \varepsilon') \, dt
  \]

- **Force Balance Equation**
  \[
  \sigma^L + \sigma^C = 0; \quad \sigma^L = 0; \quad \sigma^C = 0
  \]

- **Energy Balance Equations**
  \[
  DSE^L = DSE^C; \quad RSE^L = RSE^C; \quad DPSE^L = DPSE^C
  \]

- **Internal Stress Equation**
  \[
  \sigma_i(t) = \sigma_i^\infty + \sigma_i^\infty
  \]

- **Healing Curve Equation by Damage Density**
  \[
  h = \frac{\phi - \phi}{\phi - \phi} \quad h \in [0,100%]
  \]

- **Healing Curve Equation by Healing Parameters**
  \[
  \hat{h} = \frac{h_i - \hat{h}}{h_i - \hat{h}} \Delta t
  \]

**Key Publications**

- Ahquist and Nix 1971, Acta Metall
- Luo et al. 2015a, Int. J. Solids Struct.
Distributed Continuum Healing Principles
The key principles governing the DCH model are the physical mechanisms responsible for the healing, the balance equations,

Healing under Internal Stress and Intermolecular Forces (Relationship between Healing and Recovery). Healing occurs after removing the external load on a damaged material so it usually accompanies the recovery of the material. To better distinguish healing and recovery, a composite material like an asphalt mixture is divide into the intact material (asphalt binder plus aggregates) and air voids or cracks. The recovery of the intact material is defined as “true recovery”. The recovery of a damaged bulk material is defined as “apparent recovery”, which is comprised of the true recovery and healing (Luo et al., 2015a).

Healing under Internal Stress and Intermolecular Forces (Recovery and Internal Stress). Recovery of both undamaged and damaged asphalt mixtures has been studied using creep and step-loading recovery (CSR) tests (Luo et al., 2013). The CSR test is designed especially to measure the internal stress that drives the recovery of an asphalt mixture after unloading. The internal stress that drives the apparent recovery of a bulk damaged asphalt mixture is defined as “apparent internal stress”. The internal stress that drives the true recovery of the intact material is defined as “true internal stress”.

Healing under Internal Stress and Intermolecular Forces (Driving Forces of Healing). During the process of healing, the energy redistribution is (Luo et al., 2015a):

- The energy is restored in the intact material above and below the crack; and
- The energy is released from the closed crack surfaces.

The energy restored is the work done by the true internal stress in the intact material. The energy released equals the surface energy. In other words, it is the work done by the interfacial force of attraction. Therefore, there are two forces involved in the healing process: the true internal stress and the interfacial force of attraction. Both of them contribute to the energy interchange and drive the increase of the contact area between the crack surfaces.

Balance Equations (Force Balance). In the loading phase, the force equilibrium principle states that the apparent force assumed to be carried by the entire cross section of the specimen equals the true force carried by the intact material:

$$\sigma^A A = \sigma^T (A - S)$$

where; $\sigma^A$ = apparent stress measured from the test, $A$ = cross sectional area of the specimen, $\sigma^T$ = true stress in the intact material, and $S$ = total area of cracks on the cross section of the specimen. Note that this is the same force balance function used in the DCF model.

In the unloading phase, the apparent internal stress and true internal stress are self-balanced (Luo et al. 2015a):

$$\sigma_i^{A+} + \sigma_i^{A-} = 0$$
$$\sigma_i^{T+} + \sigma_i^{T-} = 0$$

where; $\sigma_i^A$ = apparent internal stress, $\sigma_i^T$ = true internal stress, and the superscripts “+” and “-” denote the stress above a plane and below a plane, respectively.

Balance Equations (Energy Balance). The energy balance principle states that any kind of true energy within the intact material equates to its counterpart from the apparent measurement. This is because only the intact material can store, release and dissipate energy while cracks cannot. In the loading phase, energy is dissipated due to the viscoelastic effect of the asphalt mixture and the damage generated in the material, called dissipated strain energy (DSE). By replacing the strain with the pseudo strain to eliminate the viscoelastic effect from the DSE, the remaining energy represents the energy expended for the damage generated in the mixture, called dissipated pseudo strain energy (DPSE). The balance equations established in the loading phase are:

1) DSE balance equation: $DSE^A = DSE^T$  \[192\]
2) DPSE balance equation: $DPSE^A = DPSE^T$  \[193\]
In the unloading phase, the strain energy originally stored in the material recovers with time. This part of strain energy is called recoverable strain energy (RSE). After removing the viscoelastic effect from the RSE using the pseudo strain, the remaining energy, called recoverable pseudo strain energy (RPSE), is the stored and recovered energy corresponding to the elastic effect of the material. The balance equations established in the unloading phase are (Luo et al., 2015a):

1) RSE balance equation: \[ \text{RSE}^t = \text{RSE}^\tau \]  

2) RPSE balance equation  

\[
\text{RPSE}^t V_m = \text{RPSE}^\tau V_m + \text{RPSE}^t \left( \frac{2M_{mR} \pi^2 c_{mR}^3}{3} - \frac{2M_{NhR} \pi^2 c_{NhR}^3}{3} \right) - \gamma_h \left( 2M_{mR} \pi c_{mR}^2 - 2M_{NhR} \pi c_{NhR}^2 \right)
\]  

where; \( V_m \) = volume of the asphalt mastic in one layer of the asphalt mixture specimen, \( c_{mR} \) = initial average crack size before healing, \( M_{mR} \) = number of initial cracks before healing, \( c_{NhR} \) = new average crack size after healing, \( M_{NhR} \) = number of new cracks after healing, and \( \gamma_h \) is the surface energy density for healing.

Measurement of Healing (Creep and Step-Loading Recovery Test). The CSR test is especially designed to measure the internal stress in an asphalt mixture (Luo et al., 2013). It is the creep recovery test incorporated with several step-loads in the recovery phase. The internal stresses are measured by several step-loads in the recovery phase. There are three steps in each step-load, which cause the change of the strains at the corresponding point in time. The strain rate may be in one of the following three conditions, which indicates the relationship between the step-load and the internal stress:

- \( \dot{\epsilon}_1 < 0 \) at \( \sigma_1 < \sigma_i \);
- \( \dot{\epsilon}_2 = 0 \) at \( \sigma_2 = \sigma_i \);
- \( \dot{\epsilon}_3 > 0 \) at \( \sigma_3 > \sigma_i \);

where; \( \dot{\epsilon}_i \) is the residual strain rate in the recovery phase; \( \sigma_1 \), \( \sigma_2 \), and \( \sigma_3 \) are the three steps in an increased order in any of the seven step-loads; and \( \sigma_i \) is the internal stress. According to the second condition, the internal stress is measured by the second step \( \sigma_2 \). The measured internal stresses are fitted by an exponential model to produce a continuous curve:

\[
\sigma_i(t) = \sigma_0 e^{\frac{t}{\eta_\sigma}} + \sigma_1 e^{\frac{t}{\eta_\sigma}}
\]  

where; \( t \) = recovery time (any time in the recovery phase), and \( \sigma_0 \), \( \sigma_1 \), \( \eta_\sigma \), and \( \eta_\sigma \) = fitting parameters for the internal stress.

Measurement of Healing (Characteristics of Recovery Properties). The internal stress is used to define a new type of modulus: recovery modulus as follows (Luo et al., 2013):

\[
R(t) = \frac{\sigma_i(t)}{\epsilon_i(t)}
\]  

where; \( R(t) \) = recovery modulus, \( \sigma_i(t) \) = internal stress, \( \epsilon_i(t) \) = strain in the recovery phase, called the residual strain, and \( t \) = recovery time. The recovery modulus of undamaged asphalt mixtures remains the same at different loading levels as long as the load is nondestructive. However, the recovery modulus becomes different when the asphalt mixture is damaged. This is because the apparent recovery measured from the test reflects the net effect of the true recovery and healing inside the tested specimen.

Measurement of Healing (Healing Curves and Healing Parameters). The healing curve is defined as the normalized extent of healing versus the rest time during which healing occurs. The normalized extent of healing is defined as (Luo et al., 2015b):

\[
h = \frac{\phi_h - \phi_0}{\phi_h - \phi_1}, \quad h \in [0,100\%]
\]
where; \( h \) = normalized extent of healing, \( \phi_i \) is the initial damage density before healing starts, or equivalently the final damage density at the end of the creep phase, \( \phi \) is the damage density at any data point \( i \) during the recovery phase, and \( \phi_0 \) is the initial damage density, which equals the air void content. The healing curve shows that: the healing rate is very large at the beginning and then it gradually decreases and the change of the measured healing reduces as the rest time increases. To demonstrate such characteristics, a model in the form of the Ramberg-Osgood equation is proposed to simulate the healing curve:

\[
\dot{\hat{h}} = \dot{h}_1 \Delta t + \frac{(\dot{h}_1 - \dot{h}_2) \Delta t}{1 + \left(\frac{\dot{h}_1 - \dot{h}_2}{\dot{h}_\beta}\right) \Delta t}
\]

where; \( \dot{\hat{h}} \) = predicted healing based on three parameters, \( \dot{h}_1, \dot{h}_2, \) and \( \dot{h}_\beta, \dot{h}_1 \) = initial healing rate, or short-term healing rate, representing the healing speed of the material at the initial stage of healing, \( \dot{h}_2 \) is the ultimate healing rate, or long-term healing rate, indicating the healing speed of the material after a long rest time, and \( \dot{h}_\beta \) is the healing scale, reflecting the overall ability of the material to heal.

Prediction of Healing Environmental Effects. Healing parameters can be predicted using undamaged material properties, surface bond energy and relaxation modulus, and a mixture design parameter, the air void content, as shown in the equations below (Luo et al., 2012). They indicate how the environmental conditions influence the healing properties as demonstrated by the change of the bond energy components, aging, and temperature.

\[
\dot{h}_1 = a_1 \left( \frac{1}{\Delta G^{LW} E_1}\right)^{b_1}
\]

\[
-\log(\hat{h}_1) = a_2 \left[ -\log \left( \frac{\Delta G^{AB}}{E_1}\right)^{b_2} \right]
\]

\[
h_\beta = a_\beta \left( \frac{\Delta G^{AB}}{\Delta G^{LW} E_1^2}\right)^{(1-b_1)b_2}\]

where; \( \Delta G^{LW} \) = non-polar surface bond energy, \( \Delta G^{AB} \) = polar surface bond energy, \( E_1 \) and \( \kappa \) = fitting parameters for the relaxation modulus of undamaged asphalt mixtures, \( \phi_0 \) is the initial damage density, or the air void content, \( a_1 \) and \( b_1 \) = fitting parameters for \( \dot{h}_1, a_2 \) and \( b_2 \) = fitting parameters for \( \hat{h}_2 \) and \( a_\beta \) and \( b_\beta \) are fitting parameters for \( h_\beta \).

Testing Equipment and Implementation
The DCH parameters are characterized using material properties determined by experimentation. Table 10 summarizes the test method and required time (independent of any conditioning time) for the DCH model.

Testing Protocol and Time. The CSR test is conducted using a Material Test System (MTS). Every asphalt mixture specimen is subjected to two consecutive CSR tests: one is considered to be nondestructive and the other is destructive.
Implementation. The prediction formulas can be used to determine the environmental effects on healing. In the prediction equations of the healing parameters, bond energy can be measured directly in the endurance limit test (Luo et al., 2014b). With the prediction of the short-term healing rate, the selection of a binder for heavy and light traffic pavement materials design require the smallest non-polar bond energy for heavy traffic conditions, and the largest polar bond energy for light traffic conditions.

Summary
The DCH model is developed based upon the principle that healing is predictable using undamaged tensile properties of a mixture and a knowledge of the bond energy components. The equations presented above can be used for a variation of the effects of rest periods, aging, air void content and temperature. Varying the bond energy with moisture allows that mechanism to be considered as well. Combined use of Paris’ Law (fracture) and healing rest period (depending on traffic rate) will permit realistic estimate of the fatigue life of a pavement. Both Paris’ Law coefficients and healing rate equations can be adjusted systematically to reflect the progressive effects of environmental conditioning. Together they predict the cumulative growth of the lost area.

8. Going Forward

As stated at the beginning of this document, the intent of this synthesis is not to promote a single experimental test or numerical model. It is meant to be a resource for readers to gain a deeper understanding about the important dates in the development of tools we have to quantify fatigue cracking of asphalt mixtures. What the synthesis does show is that there exists a great deal of information and expertise with respect to experiments and approaches to investigate fatigue cracking. Going forward one must ask if the future will bring still additional experiments to characterize fatigue in asphalt concrete, or if the field, with all of the expertise that this document clearly shows exists, is in a position to move forward. This document does not advocate for one strategy or another, but based on the synthesis some important broadly disseminated gaps in our knowledge exist.

8.1. Origins of Material Behavior

Much of the work identified in the preceding sections has focused on characterizing the fatigue behavior of asphalt concrete mixtures and binders. Conversely, relatively little work has been done to identify, characterize, and exploit the underlying mechanisms that drive the fatigue cracking process. During the summer of 2016, the National Science Foundation hosted a workshop in Beijing, China, that explored the concept of a material genome, and how this can be applied to asphalt materials. The term “genome” refers to the composition, microstructure, and inherent defects of a material. The proceeding sections show how there is not a consensus on any of these genome components. For example, much research on asphalt materials assumes that all PG64-22 binder is the same. While the binder may grade to the same binder type in the Superpave binder grading system, it is well known that not only the source of the crude oil influences the characteristics of the binder, but also the refining process. In recent years,
refineries have had to deal with the daily changing of crude oil sources, making it very difficult to produce consistent asphalt binder. This very basic perspective does not take into account polymer modification, the additional of supplementary binder materials such as Recycled Asphalt Pavement or Recycled Asphalt Shingles, or any chemical modifications for Warm Mix Asphalt or anti-stripping modification. Changes like these highlight how limited studies that only provide information on the response of materials to a particular loading condition can be. Failing to explain underlying and basic material behaviors means that as technologies change the findings from experimental and analytical studies however advanced they may be, will not be translatable.

The struggle continues when considering the microstructure of asphalt materials. In undergraduate courses, the students are taught that asphalt materials consist of aggregate, asphalt binder, and air. However, this is not true. Research has recognized that there is no such thing as pure asphalt binder in the mixture, it is a mastic that consists of very fine aggregate particles floating in the binder. There has been bulk characterization of this material, either in small cylinder form or even in the parallel plates of the dynamic shear rheometers, but it is treated as a bulk material, not as a heterogeneous mixture. The physical and chemical properties of the very fine aggregate, usually assumed to be P200 material, are not examined. Yet it is known that P200 gradation varies significantly based on aggregate source and the crushing technique used in the quarry. In addition, the chemical nature of the aggregate is not often accounted for, as all 12.5mm NMAS mixtures are assumed to be “the same.”

Finally, the concept of inherent defects is a source of question as well. Are inherent defects the air voids within a compacted asphalt mixture, or some weak spot in the mixture, caused either by material, production, or construction issues? At the end of the day, we know that cracks start by two surfaces opening, yet there is little to no work done at the atomic scale, as surfaces are simply a collection of atoms. Instead, elaborate tests and models are based on mixtures that can be compacted and tested in the laboratory, utilizing all the assumptions discussed in the previous two paragraphs.

This discussion is not meant to be discouraging, but should be a platform for discussion on the best path forward. Should we continue testing bulk material, or should we start drilling into the fundamental material properties of mixtures? Should we continue refining elaborate models based off bulk materials, or should be start exploring fundamental aggregate and asphalt binder adhesion and cohesion principles? What have we done is in the previous chapters has led to a much stronger understanding of asphalt materials than we had twenty years ago, but there is more work to do.

8.2. Sensitivity

In addition to understanding the material genome of asphalt mixtures, there is also a high level of understanding of the sensitivity of both the tests and the numerical models. For example, it is common to accept 10-15% coefficient of variation for tests of asphalt mixtures, and this level often goes up to 30% or even 40% before questions are asked about the repeatability of tests. With this high level of repeatability, questions should be asked about the source of this variability. Does it come from the fact that asphalt mixtures are a heterogeneous material with a high level of inherent variability? For example, cracking tests often discuss how cracks sometimes move through aggregates and sometimes around, and depending on where specific aggregates are located within the sample, an energy value gained from a cracking test can have a high level of variation. Or, does the variability come from the machine? There is compliance in load frames, so labs aim to use external LVDT’s to capture displacement. However, what sort of compliance does that introduce, and does the compliance also influence the load being recorded? These are just two examples, but it is apparent that a stronger understanding of variability in testing would be beneficial.

Along with testing, there is a significant lack of understanding of the reliability in models. This reliability can be both analytical reliability and ability to rely on the accuracy of resultant predictions. Both aspects are important. So many models that have been developed are not only based on a relatively small set of mixtures (perhaps a handful of gradations, some binders, and maybe some innovative materials or designs), but there is no follow through to see if long term the models are producing expected results in the field. With the except of Pavement ME models, which are robustly investigated by state agencies, most research grade models do not have a high level of rigor associated with long-term reliability. Since the discipline of asphalt mixtures is so highly dependent of field performance, this is a significant shortcoming of many of the proposed models.

8.3. Case Studies, Specific Examples and Comparing Models across Technologies

Quite possibility, the largest shortcoming is the lack of comparison of these tests and models against each other. With some relatively rare exceptions, such as RILEM’s fatigue cracking synthesis (Di Benedetto et al., 2004), Molennar’s review (Molennar, 2007), Mogawer et al. (2015), and NCHRP’s 9-57 (Zhou et al., 2016), very few labs
have attempted a comprehensive review of fatigue cracking tests. This is in part because of the immense need of capital to obtain the equipment, but also the vested interest that academics have in keeping tests developed in their lab salient in academic discussions. In addition, results from these tests have not been compared extensively across technologies. For example, the change in fatigue performance of the four-point bending beam test has not been compared to the trapezoidal test when 25% RAP has been added to the same mixture. If both of these tests produce accurate fatigue cracking characterization, the influence of the addition of 25% should be the same. The same argument can be made for the models as well, as the influence of RAP has not been robustly compared between energy fatigue analysis and continuum damage models. Thus, in addition to the continual development and refining of these models, there should be a conscious effort to ensure that the models are telling the same story, and the tests are producing the same trends, as if they are not, they should be carefully vetted to determine the best path forward.
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